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It was a great honor and privilege to serve as a founding member
and the first editor-in-chief of The Developing Economist. Were it not
for the patience, effort, and dedication of those that I was fortunate
enough to work with, this project would have been far more arduous
a task to complete.

I'd like to especially thank Robert McDowall, President of UT’s
Omicron Delta Epsilon chapter, for his unending steadiness and moti-
vation; Jana Cole, Academic Advising Coordinator, for her generosity
with both time and resources; Christina Kent, Managing Editor, for
her discipline and off-the-cuff brilliance; and Sarang Joshi, Editor and
right-hand man, for his friendship and always-appreciated collabora-
tive support. Further thanks must be extended to our team of editors:
Daniel Champan, Tianran Chen, Ruzseth Anne Dela Cruz, Leonardo
Gonzalez, Shreyas Krishnan Shrikanth, Garrett Lay, and Malay Patel;
for their service and willingness to take this journey with me.

Also appreciated was the counsel of Dr. Kendrick, Dr. Linden, Dr.
Trejo, Dr. Glover, and Carlos Parra.

This journal was founded during the semester that two of our
founders (and great friends) graduated. Alan Lujan and Affonso Reis
had a vision that our publication would serve as a showcase for high-
quality undergraduate work from scholars around the country, hop-
ing to offer a substantial contribution to the world of economic re-
search. I hope to have fulfilled my part of this mission in presenting
the six articles selected for the 2013-2014 edition here, and offer my
highest hopes for the future. After I've left the University of Texas at
Austin, I have faith that my successors will see the value in what this
team has done, and will continue the legacy we leave with the zeal
and enthusiasm that such an endeavor requires.

Carl Marvin Gustafson
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Efficient Pricing of Carbon in the EU and its Effect
on Consumers

Michael Lee

Abstract

A European single market for electricity is modeled to find
the optimal portfolio of energy generation technologies in the
presence of a carbon tax. The goal is to find the Pareto optimal
carbon tax rate such that both carbon emissions and production
costs are minimized. Different sources of electricity— namely
coal, natural gas, nuclear, wind, offshore wind, and solar- are
given levelized costs and carbon dioxide emissions (CO;) on
a per megawatt-hour (MWh) basis. 20,000 energy portfolios,
each with different allocations of the respective generation tech-
niques, are generated via a Monte Carlo process and subsequently
evaluated by their per MWh cost and emissions. The cost of each
generation technology is related to the upfront capital expense,
the variable operations and resource costs (O&M), the amount
of CO; it produces and the EU-wide carbon tax rate. This tax-
rate is increased until the most cost-efficient portfolio is also
the least CO; producing- thus finding the optimal carbon tax-
rate for aligning environmental and economic interests. Data
extracted from this model suggests that this efficient price is
around $80 USD per ton of CO,

The effective production price per MWh from the simulation
is then compared to the average industrial power price for each
of the EU-member states in order to evaluate the effect of an
EU-wide carbon tax on end-users. The optimal portfolio rec-
ommended by the simulation, in conjunction with transport
via a Pan-European SuperGrid, will be able to supply power
at a similar (£5%) price to the current EU 27 average while dra-
matically reducing greenhouse gas emissions.

I. The Problem with Carbon

Over the past 100 years the global temperature has risen 1.53 °F. How-
ever, since ocean temperature tends to rise slower than land, the over-
all effect is more pronounced for Earth’s landmasses.
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Figure 1: Rise in Global Temperatures Since 1880 (NOAA, 2011)

While there are those who contest the science, the vast majority of
climatologists attribute this sustained rise in global temperatures to
the increased use of fossil fuels for transportation and power. In the
US, the largest source of these CO, emissions come from the gener-
ation of electric power followed by transportation. While no similar
data could be found for the EU, Europe’s lower car-utilization rate
suggests that its percentage of CO, emissions from electric generation
is higher than that of the US (global average from electric generation
is roughly ).

Clearly, if the EU, and the world, are serious about reducing green-
house gas emissions, we will have to make changes to the way we
generate electric power.

Carbon in the EU’s Political Landscape

Currently there is no EU-wide carbon tax. In the 1990’s a carbon tax
was proposed to the EU Parliament, but this measure failed. How-
ever, in 2005 the EU began its emissions trading scheme (EU ETS),
commonly referred to as “cap and trade”. Under the EU ETS a max-
imum allowance of greenhouse gases (GHG) is set for each of the
11,000 plants under the regulation. If the operator emits more than
its allotted amount of carbon, it is forced to buy carbon permits from
other users on the market, thus constraining the aggregate emissions
level (European Commission, 2013).
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Figure 2: Breakdown of Greenhouse Gas Emissions by Source (EPA, 2013)

Carbon in the EU’s Political Landscape

Opponents of carbon taxation argue that it is a regressive tax, since it
will disproportionally hurt lower-income households. A tax on car-
bon would cause production costs of electricity to rise, a cost that
would ultimately be passed on to the consumer. Assuming all users
are charged the same rate for power, the rate increase would represent
a larger share of lower-income families income. Additionally, more
affluent families are able to afford the upfront capital expenditure as-
sociated with buying new, energy efficient appliances, LEED Certified
homes, home solar panels, etc. while poorer household will remain
reliant on electricity-produced from burning fossil fuels.

Cap and Trade vs. Carbon Tax

Theoretically, both the Cap and Trade and a carbon taxation scheme
will achieve the same outcome of reducing GHG emissions, however
in practice they behave quite differently.

11
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Figure 3: Carbon Tax vs. Cap and Trade (Environmental Economics)

In the EU, all existing power stations were issued a base carbon
allowance for free, essentially making the scheme free for them as long
as they maintained current emissions levels. On the other hand, a
carbon tax will impose immediate costs on all emitters as each unit of
carbon has a price. This helps explain why this program was able to
pass the ballot while taxation was not (Taschini, 2013).

Carbon taxation is more difficult to implement because the price
at which it is taxed at is extremely important- too low and industry
might just pay the tax and continue emitting GHG, too high and con-
sumers suffer dramatically higher prices. It is this pricing problem
that this paper centers on.

II. Carbon from Electricity

In addition to being the largest single source of greenhouse gases, elec-
tric generation is amongst the low-hanging fruit when it comes to re-
ducing global emissions. Chiefly this is because:

e The scale of power plants means switching one plant from coal
to gas will have a large impact

e Power plants are designed to last 20+ years, helping capital re-
covery for a ‘green’ investment

12



e Technology is already in place for reduced or zero emission sources

e Even if personal transports shifts towards electric vehicles, elec-
tric generation will need to be cleaner

Electric power demand is predicted to increase in Europe as more
and more tasks traditionally fulfilled via internal combustion (IC) or
natural gas (e.g. transport and home heating) become electric. This
in-and-of itself is good— large-scale electric generation is much cleaner
and energy efficient than IC, however this will force governments and
utility companies to build new generation stations. New power plant
construction in-turn raises the question of what type of power plants
the EU should invest in.
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Figure 4: Share of Renewables in Electricity Production (Eurostat, 2012)

The Current State of Power Generation in Europe

Europe varies greatly when it comes to the methods used to generate
electricity. Norway, produces over 90% of their power from renewable
sources, while others such as Malta produce almost 0% of their power
using renewables. Overall, the EU 27 stands at about 18% generation
from renewables. Between 1990 and 2008, the share of electricity pro-
duced from renewable sources increased by 288 TWh, an increase of
87.2% (European Environmental Agency, 2011).

As seen in Figure 4 for the vast majority of European nations, elec-
tric power is produced primarily by conventional thermal, i.e. burn-
ing a fuel to produce heat. Traditionally this has meant coal and oil,
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but increasingly the world has shifted towards nuclear and natural gas
as its main heat sources. As we will see, the various methods of pro-
ducing this heat have dramatically different environmental impacts.
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Figure 5: Electric Generation by Fuel Source (Eurostat, 2012)

Methods of Generating Electricity

All types of electric generation! are derived from the same fundamen-
tal principle: Faraday’s Law. Faraday’s Law states that a voltage is
induced by a change in the magnetic environment of a coil. Electric
generators operate on this principle: 1) magnets are placed along a ro-
tating shaft 2) this shaft is placed inside to a coil of wires 3) the shaft
is connected to a source of rotary motion (turbine, engine, etc.) 4) the
spinning of the shaft causes a change in the magnetic field and 5) an
electric voltage is produced. Fossil fuels enter the equation to provide
the rotary motion. In the most general sense, some heat source (usu-
ally combustion) causes a pressure increase in steam which in turn

IWith the exception of fuel cells and photovoltaic which rely directly to the flow
of electrons
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causes a fan blade to spin. Renewable sources sidestep the combus-
tion process and, in the case of hydroelectric and wind, use the fluid
flow to turn the fan blade, or the thermal energy of the sun to heat
water as in the case of solar thermal.?

As mentioned earlier, the type of fuel used as the heat source dra-
matically effects the output of CO, and other pollutants (NOy) per
MWh. Renewable sources produce zero GHG emissions, while coal
and natural gas produce CO, as a byproduct of combustion. The rela-
tive emissions are shown below:

Coal (anthracite) 228.6
Coal (bituminous) 205.7
Coal (lignite) 215.4
Coal (subbituminous) 214.3
Diesel fuel & heating oil 161.3
Gasoline 157.2
Propane 139

Natural gas 117

Figure 6: Pounds of CO2 Emitted per Million BTU (US Energy Information
Administration, 2013)

As seen above, natural gas produces about 57% less CO; than bi-
tuminous coal (the most commonly used for electricity generation).
Thus, it follows that replacing all existing coal power plants with nat-
ural gas would reduce GHG emissions by over half!

Perhaps a more striking difference than the relative CO, emissions
is the cost difference between sources. When discussing the cost per
MWh, we must first establish the different factors internal to the pric-

ing:

Capital costs

Fixed operations and management

Variable operations and management (fuel)

Transmission investment

Capacity factor

%It is important to make the distinction between solar thermal and solar photo-
voltaic. The former uses solar radiation to heat a working fluid while the later exploits
a property of certain materials that causes them to shift polarity when heated
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The first four costs are self-explanatory, but the last is a bit sub-
tle. The capacity factor® (CF) is the percent of time that the source will
run- a measure of intermittence. For example, if a 1 MW turbine pro-
duced 3000h MW over the course of a year, it would have a capacity
factor of 34%. Thus, a 100 MW solar installment (CF=.25) could not
reliably provide as much power as a 100 MW gas turbine (CF=.87).
More formally:

Actual Produced
Nominal Capacity

Capacity Factor = (1)

Capacity factors have large implications on the optimal energy
portfolio since a certain base load of power will be needed at all times.
This suggests that a global optima of cost and emissions exists since a
grid comprised completely of renewables would require a nominal ca-
pacity of three times the actual requirement-a three-fold cost increase.
This paper aims to find the Pareto optimal combination of cheap,
reliable, polluting thermals with expensive, intermittent, and clean
renewables.

Another important distinction is that between Dispatchable and Non-
Dispatchable. Dispatchable technologies are those that can be switched
on and off, as well as being able to ramp up or down production based
on demand. Dispatchable technologies are more valuable to grid op-
erators because they allow them the flexibility to meet the variable
loads demanded throughout the day.*

Dispatchable Technologies Cap. Factor |Capital Cost Fixed O&M Variable O&M Transmission Total Cost
Conventional Coal 85 65.7 4.1 29.2 1.2
Advanced Nuclear 90 83 11.6 12.3 1.1
Conventional Combined Cycle 87 15.8 1.7 48.4 1.2

Non-Dispatchable Technologies

Wind 34 70.3 13.1 0 3.2
Wind-Offshore 37 193.4 22.4 0 5.7
Solar PV 25 130.4 9.9 0 4
Hydro 52 78.1 4.1 6.1 2

Figure 7: Levelized Costs For Various Generation Technologies (US Energy
Information Administration, 2013)

3Readers familiar with electro-mechanics will recognize this as the duty cycle

“While technically coal and nuclear are dispatchable, they are more traditionally
used to supply base loads since they take more time (days) to ramp up. Aero-
derivative gas turbines are the ultimate dispatchable because their production can
be started and stopped in a matter of hours.
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Grid Considerations

The intermittent supply of solar and wind power raises concerns about
the stability of the grid. This intermittency, coupled with the unequal
demand, could cause blackouts if supply was at a low while demand
was at a high (around 4pm). Conversely, if there is not enough de-
mand to meet the supply, blackouts could be caused by wind turbines
overloading the transmission lines. Transmission lines, like highways,
are limited by their capacity, and large surges of energy can cause
them to overload and shutdown, which can potentially cause nation-
wide voltage drop and subsequent blackout (Cardwell, 2013).

Demand (Megawatts)
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Figure 8: A Typical Load Profile (Lawrence Berkeley National Laboratory,
2005)

A typical grid operator will want a base load, supplied by nuclear,
coal, or natural gas, of around 50% of peak demand. This way, when
the wind blows or the sun shines; there is still a demand node for the
generated power to go to. However, since these renewable sources
are intermittent, utility companies specify a certain percentage of dis-
patchable reserves (DR), which can be turned on, should there not be
adequate renewable generation to satisfy demand. Gas turbine en-
gines ordinarily generate these reserves. Usually, this reserve ratio is
around 70%.
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DR = Percent Generated from Renewables - Reserve Ratio  (2)

Once again, we will see how the intermittent nature of renewable
generation technologies effects the optimal energy portfolio as the cost
of building a wind or solar installation must also include a the cost of
a fractional dispatchable installation.

European Super Grid

One of the proposed methods for avoiding the variability of wind and
solar resources— other than using conventional dispatchable reserves—
is to have a more integrated grid, where power could be transported
anywhere in Europe for reasonable electrical losses. This would help
smooth out the variability of wind speeds in a specific region®. The
main obstacle to this is the construction of new high voltage direct
current (HVDC) lines across the continent. However, this could con-
ceivably be achieved in a decade (Claverton, 2009).

III. Computational Model

To evaluate the efficacy of the carbon tax on the utilization rates of
multiple generation technologies, a computation model was created.
The model uses a Monte Carlo process in conjunction with a statistical
tool known as the Dirichlet distribution to randomly create an array of
portfolios, each with a different share of the various generation tech-
nologies. These energy portfolios were then evaluated based on their
cost and CO; emissions. Certain thresholds were placed on all portfo-
lios to ensure that they were plausible in the real world, namely that a
percentage of power was generated from dispatchables (§2.3).

Monte Carlo Simulation

Monte Carlo simulations are often used in modeling in situations where
a closed-form analytic solution is not readily available or exceedingly
computationally intensive. A Monte Carlo simulation relies on re-
peated random sampling of input variables to obtain an optimal re-
sult. In the case of portfolio management (whether it be energy or
equities), by randomly choosing the asset allocation percentages and

50ften cited as “its always windy somewhere”

18



calculating the costs repeatedly, the law of averages states that as the
number of simulations approaches infinity, an optimal solution will
be found.

Dirichlet Distribution

In the proposed model, sampling was done according to the Dirichlet
distribution, which ensures that some number of points in a set, 11, are
randomly sampled such that their sum is equal to some specified total.
Thus, the Dirichlet distribution has the statistically appealing property
of being the conjugate prior to the parameters of the multinomial dis-
tribution. In the computational model, the distribution generates N
values, bounded by [0,1] that sum to unity.

_ . _ 1 Lli—l
p(p) = Dirichlet(p,u) = 7Z(u)npi (3)

Dispatchable Reserve Rate

As mentioned in §2.2, grid operators maintain a reserve of dispatch-
able capactiy based on the fraction of total capacity generated from
renewables. Since this is an a posteriori calculation after the desired
supply from renewables has been decided, it is calculated in the same
manner in the model.

The Dirichlet distribution first creates a portfolio consisting of the
generation technologies listed in Figure 7° where the sum of the weights
equals 1. Afterwards, an algorithm adds the requisite percentage of
dispatchable reserves to the portfolio.” For reserve requirement A:

for i in portfolio do
PorthliOlDispatchuble Reserve — /\(PorthZiOWi”d + PorthZiooffShm’" Wind 1
Portfoliosyay)

end for

6Coal, Nuclear, Natural Gas, Wind, Offshore Wind, Solar, and Hydroelectric
7This means that the nominal capacity of the grid is always greater than 100%

supply
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Qualification Criteria

Over 20,000 portfolios were generated and stored in a matrix. How-
ever, many of these did not meet certain the base load requirement,
and were removed. With the remaining portfolios, matrix operations
were performed to calculate the cost and emissions. The portfolios
that had the highest and lowest cost and CO, emissions were then
kept for each tax rate.

*Base Load If energy portfolios did not meet a predefined percent-
age of power generation from dispatchables (p), they were culled from
the dataset.

if Weoal + wgas + Whuclear < Y then
delete portfolio

else
keep portfolio

end if

All subsequent qualifications (cost and emissions) are done to in-
clude the addition of dispatchable reserves to the portfolio.

*Hydroelectric Power Since the amount of power generated from
hydroelectric sources is fixed by the number of damable rivers, a limit
is placed on the percentage of power that can come from such sources.
Research shows that this limit is around 15% of total electric demand.

if wpydaro < 15% then
delete port folio
else
keep portfolio
end if

*Emissions Emissions for each portfolio were calculated by using
the weighted average of each generation technology and its respective

CO; emissions (as described in Figure 7). Where ¢; is the CO, emis-
port folio,

sions per MWh of generation technology i, w; is the weight of

generation technology i in port folio,, and COgortf olion is the total CO,
emissions for portfolio n per MWh.

Cogortfolion - wfortfolion € (4)

Costs The costs of each portfolio are tied to the rate at which carbon

is taxed and the levelized cost per MWh of each generation technol-

ogy. Thus, if the portfolio produced more carbon, it would cost more

20



than one that produces less ceteris parabus This is stated mathemati-
cally as:

cost" = w} - cost; + (T - CO2") (5)

Where cost” is the cost of portfolio n and T is the effective carbon
tax rate per tonne of CO».

The tax rate T was systematically increased and cost recalculated
for the same 20,000 portfolios until the portfolio with the minimum
cost was the portfolio that had the lowest emissions. This tax rate
represents the socially optimal tax rate of §1.1.1.

IV. Results

The model yielded a final result that matches well with our intuition
of what an “optimal” energy portfolio would look like: nuclear in the
place of coal, a diverse mix of renewables, especially hydroelectric?,
and supplemental gas turbines for peak demand.

It is my belief that wind power is underrepresented in this model
because of its intermittency. If a power grid similar to that explained
in §2.3.1 is implemented, the capacity factor of wind on a super na-
tional level could theoretically be as high as 80% (Airtricity, 2013)°.
If the model takes into account this new capacity factor, wind would
surely be the dominant resource in the portfolio, as suggested by Gre-
gor Czish in his study of the Supergrid (Claverton Energy, 2009)

It is also important to note that these allocations provided do not
take into consideration factors such as geopolitical risk of relying on
an extra-national energy supply. The study is also run assuming free
market conditions with no government subsidies for nor investment
price floors for generated power!?. Perhaps most importantly, the
model does not take into consideration the existing energy mix of the
EU. Thus, the relative cost of building new nuclear plants would be
higher than using the existing gas turbines and simply paying the tax.

8Hydroelectric is highly represented because it is has a relatively high capacity
factor and is semi-dispatchable. While the maximum output is limited by the flux
of water, it can be adjusted down from this maximum by gearing the connection
between fan and generator shaft.

9The Airtricity proposal is heavily weighted towards offshore wind generation
which bypasses some of the NIMBY-ism that plagues wind turbine construction

19Definitely not the case for the EU. In the UK the government has guaranteed that
power generated from renewable sources a price of 87 PS per MW, compared to the
market price of around 47 PS
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In this regard, the model is to be seen as a target for an optimal
energy mix of the EU as a whole, not as a blueprint for bolt-on con-
struction.

Optimal Carbon Pricing

The optimal carbon price is defined as the tax rate at which the cost of
of producing carbon is equal to the price of using a renewable source.
Thus, the optimal carbon tax rate (7) is found when the portfolio with
the lowest cost first becomes the same as the portfolio with the lowest
emissions. By this definition, the optimal tax rate is $80 USD per ton
of carbon. Past $80, there is a deadweight loss as no more social bene-
tits are produced in the form of cleaner air yet the cost of production-
and therefor consumer prices— increases.

With Carbon Tax = 580

| MinC02 MaxCO2 MinCost Max Cost

gas 0.99% 2.72% 0.99% 0.06%
nuclear 77.29% 1.00% 77.29% 0.95%
coal 0.47% 83.06% 0.47% 71.05%
hydro 8.55% 3.17% 8.55% 1.36%
wind 3.13% 4.47% 3.13% 2.25%
solar 8.05% 3.37% 8.05% 3.16%
offshore wind 1.52% 2.22% 1.52% 21.17%
dispatch res. 8.89% 7.04% 8.89% 18.61%
cost $121.11 $202.31 $121.11 $224.14
coz 108.88 1871.01 108.88 1695.74

Figure 9: The Optimal Carbon Tax Rate

As seen above, the optimal mixture is heavily weighted towards
nuclear and hydroelectric power. Confirming out intuition of what
would constitute a “dirty” portfolio, the most polluting portfolio uses
coal as its primary energy source (83%). In the spirit of the taxation,
at a tax rate $80, the most expensive portfolio is also heavily weighted
towards coal (71%).

The Effect of Renewables on Consumer Utility Prices

For measures such as the European Supergrid to pass, ultimately the
voters will have to approve measures that will raise their taxes. In
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today’s economic climate this will prove difficult, it not impossible,
unless consumers can be shown that they will benefit in the medium
to long term in the form of lower utility prices. Currently, the average
price for electricity in the industrial sector!! in the nations studied is
around 97 Euros per MWh (Europe’s Energy Portal, 2013). Converted
to US dollars at current exchange rates, this price is around $132 per
MWh.

Including an average profit margin for utility providers of 3% (Ya-
hoo! Finance, 2013), the cost of the portfolio suggested by this model
is $125 per MWh. With a margin of error of plus or minus 5%, these
results imply that a Europe with reduced emissions can be achieve at
a similar, if not lower, price than currently facing households. The
data produced by this model is confirmed by the research of Gre-
gor Czish (Claverton Energy, 2009) If cleaner air won’t motivate con-
sumers, surely this will.

V. Future Improvements

This model will be expanded in the future to consider the location
of the power plants suggested by this model. Population dynamic
considerations such as population density and population growth will
motivate the location of power plants, as will physical factors such as
line losses from HVDC transport and local distributive capacity.

The future model will also take into consideration the existing mix-
ture of energy resources currently in place in Europe to provide a
guideline for which type of power generation the EU should invest
in— and in which order- to achieve maximum reduction in emissions
at the minimum cost. *
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The Implausibility of the Barter Narrative & Credit
Money in Ancient Babylon

R. D. Baker!

Abstract

Whereas the standard economics textbook literature moti-
vates the emergence of money by pointing to the inefficiencies
of barter economies, there is virtually no historical evidence that
this is how money actually came about. Due to the lack of evi-
dence for the existence of barter economies, an attempt is made
therefore to hypothesize an origin of money which is more com-
patible with the organization of early societies. This alterna-
tive story is explained with the help of a model of four trad-
ing merchants, in which barter is shown to be dominated by
credit simply on the basis of bargaining power and the ability
of a centralized middleman to complete transactions between
agents. This simple model represents the ability of individuals
and institutions in establishing units of account. The organiza-
tion of economic transactions around lines of credit is supported
with historical evidence and is found in one of history’s earli-
est civilizations. The codification of the loan contract in ancient
Babylon, when combined with the historical evidence and sim-
ple thought experiments about the viability of credit, demon-
strates that credit systems are a more historically viable starting
place for the emergence of money than barter.

I. Introduction

The usual textbook account of the emergence of money in human so-
cieties treats money as the solution that arose to address the inefficien-
cies of barter economies. This narrative has a long history spanning
over two millenia — the story has been speculated upon by Aristotle,
was made explicit by writers like Adam Smith, is even used as an
acceptable starting point for modern papers on the topic, and finally
is suggested as the correct explanation in the thought experiments of
modern economics textbooks. There are a few major problems with
this narrative however:

IThe author would like to thank Prof. Andrew Glover for his guidance and ad-
vice, and the University of Texas at Austin for providing the opportunity to do this
research.
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1. There is a lack of evidence to suggest that many societies were
organized around barter in the way that the narrative requires.

2. There is wealth of evidence that prehistoric societies and early
historic economies (e.g. Egypt and Babylon) used credit and
centralized redistribution as the primary modes of allocating re-
sources.

3. Credit-based economies are more efficient than barter-based
economies on purely theoretical terms when trading partners
know each other and currency either does not exist (as is the
case when it has not been “invented” yet), or is in low supply.
This suggests that a primitive economy would be better off bor-
rowing or operating as a gift economy.

To evaluate each of these objections in a sensible way it is important to
define the terms and outline the barter narrative these objections are
meant to refute. To begin, let’s start with money and how it came to
be according to this story.

II. Money as defined in the barter narrative

In textbook discussions and in the general literature, money is most
often defined functionally 2 as that which is 3:

1. a Medium of Exchange;
2. a Unit of Account; and
3. a Store of Value.

These functions convey that ‘money is what money does’, a notion
used due to the complicated history of what we would colloquially
refer to as money. In the modern literature a wide variety of defini-
tions for money exist, and while ten of the prominent definitions have
been catalogued (Osborne, 1984), the functional definition is both the
definition used in the barter narrative and one sufficient to highlight
a major flaw in the economic literature that exists today. Of the three
functions listed above, one reasonable question might be ‘which is the

2after Hicks (Hicks, 1967).

3There are many other definitions of money, but the three-function definition is the
most common found in macroeconomics textbooks. In the twentieth century many
economic thinkers have defined money in different terms.
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most important feature of money?” or ‘which is the most essential?’.
Depending on the perspective, and especially depending on the time
and place in history, there are reasonable arguments to be made for
each of these functions being the dominant or quintessential function
of money:.

In the literature however, the barter narrative overemphasizes the
role of the medium of exchange function to the point at which it dis-
torts our view of how economies actually operated. In early societies
like ancient Babylon, the monies of the day (standardized weights of
silver and barley) were used primarily as units of account and a means
of payment on debt.

The word ‘barter” is sometimes used loosely to mean any form of
exchange of goods and services without the use of money, but that is
not how the word is used in the barter narrative. In the barter story,
traders confine themselves to transactions in which goods and ser-
vices are exchanged simultaneously among willing participants. Thus
there are no mechanisms for credit or gifting between two trading
partners, and the practical methods of theft and swindling are ig-
nored. This restricted form of trading is how the word ‘barter” is tra-
ditionally used in textbooks.

The barter narrative as implicit in textbook discussions of money

Textbooks often justify the existence of money, alluding to the barter
narrative, by introducing the double coincidence of wants problem. That
is, if two agents wish to trade they must both have something the other
wants. Because the two agents are unlikely to be able to match up
their wants with what they actually have to trade, they are not likely
to find a good trade to make. A recent textbook example illustrates
this point, invoking the double coincidence problem and arguing that
money solves it with the medium of exchange function:

“The use of money as a medium of exchange permits
trade to be accomplished despite a noncoincidence of wants...
...Suppose that Nebraska has no interest in Florida’s or-
anges but wants potatoes from Idaho, [I[daho wants some
of Florida’s oranges but none of Nebraska’s wheat, and]
Florida wants some of Nebraska’s wheat but none of Idaho’s
potatoes. We summarize the situation in figure 2.1. In
none of the cases in the figure is there a coincidence of
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wants. Trade by barter clearly would be difficult. Instead
people in each state use money, which is simply a conve-
nient social invention to facilitate exchanges of goods and
services. Historically, people have used cattle, cigarettes,
shells, stones, pieces of metal, and many other commodi-
ties, with varying degrees of success, as money.” - Mc-
Connell, 2012

This is a convincing argument that if money were to suddenly vanish
in the modern economy, money would solve many of the inefficien-
cies caused by the lack of it. While this is a good point to make to
students of the modern economy, it does not address the origins of
money but rather illustrates a likely origin of our misconceptions. We
are told to consider an economy organized around trade with money,
and then asked to imagine how hard it would be for such trades to con-
tinue without it. It is important to emphasize that this particular phe-
nomenon of money reemerging has occurred in history. For instance,
Cigarettes (mentioned by McConnell et al in the above quote) were
used in POW camps in the second world war as currency by prisoners
familiar with the concept of money as a medium of exchange (Rad-
ford, 1945).

Thus economists are faced with a problem — every writer on the
emergence of money writes from a perspective of having witnessed
money in a modern form. Thus, in order to understand the origins of
money beyond the confines of conjecture, it is necessary to examine
what less modern societies actually did with their resources. But even
when this is done, care must taken to not connect the dots. Modern
money is only one of many ingredients in modern economies, and so it
is not necessarily true that money, as we are familiar with it, emerged
in an economy with strong divisions of labor or in one with notions
of private property. History shows that nature of money does not re-
main constant in all its varied social and economic contexts even if it
satisfies the three-function definition. The emphasis on one function
may not always be clear or insightful, since what we call money has
traditionally satisfied all three. The textbook rendition of the barter
narrative thus poses a serious threat to the value of the three func-
tion definition, because it argues effectively that the only function that
really matters is the medium of exchange function.

To illustrate how unnecessary the medium of exchange function
is in this particular case, we could equally well have argued that Ne-
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braska, Florida, and Idaho could have solved their double coincidence
problem with a different convenient “social invention” — credit. If peo-
ple in Nebraska had taken out a loan of oranges from Florida, and
traded some of them for potatoes from Idaho, the loan could be repaid
in wheat. The only issue remaining is that Nebraska must be able to
gauge how much wheat an orange is worth. To accomplish this, they
all settle on a standard unit of account which they might call a “dollar’,
and thus by comparing their goods to a dollar’s worth, Nebraska and
Florida can mutually agree upon whether the loan has repaid. Note
that here, the emphasis is on the unit of account function and practi-
cally no mention is made of the fact that a dollar might actually also
be a physical thing that can be traded directly and serve as a medium
of exchange.

Thus we have a drastically different story of why money might be
useful which solves the same problem. When physical money is in
short supply, it is possible for traders to continue on without it, sim-
ply by denominating their loans in the standard of value the physical
money is meant to embody. The barter problems set up in modern
textbooks are therefore misleading in that one does not actually need
money to solve them — an alternative is credit without a medium of
exchange. Because there are multiple solutions to this problem theo-
retically, it is not so surprising that the emphasis the barter narrative
has placed on the medium of exchange function has led to misinter-
pretation of the history.

III. Adam Smith and the barter narrative

One notable example of such a misinterpretation comes out of Smith’s
seminal text, An Inquiry into the Nature and Causes of the Wealth of Na-
tions, in which there is an entire chapter devoted to “...the Origin and
Use of Money”. In this chapter, Smith contends that the double coinci-
dence of wants problem must have stimulated the invention of money
by means of a commodity “few people would be likely to refuse” be-
coming a widespread medium of exchange.

“But when the division of labour first began to take place,
this power of exchanging must frequently have been very
much clogged and embarrassed in its operations. One man,
we shall suppose, has more of a certain commodity than he
himself has occasion for, while another has less. The for-
mer, consequently, would be glad to dispose of; and the
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latter to purchase, a part of this superfluity. But if this lat-
ter should chance to have nothing that the former stands
in need of, no exchange can be made between them. The
butcher has more meat in his shop than he himself can con-
sume, and the brewer and the baker would each of them
be willing to purchase a part of it. But they have nothing to
offer in exchange, except the different productions of their
respective trades, and the butcher is already provided with
all the bread and beer which he has immediate occasion
for. No exchange can, in this case, be made between them.
He cannot be their merchant, nor they his customers; and
they are all of them thus mutually less serviceable to one
another. In order to avoid the inconvenience of such sit-
uations, every prudent man in every period of society, af-
ter the first establishment of the division of labour, must
naturally have endeavored to manage his affairs in such a
mannet, as to have at all times by him, besides the peculiar
produce of his own industry, a certain quantity of some
one commodity or other, such as he imagined few people
would be likely to refuse in exchange for the produce of
their industry.” — Smith, 1776

Smith goes on to say that metals are an excellent candidate for such a
commodity since they are commonly durable, fungible, divisible, and
easy to transport. He goes on to give examples of commodities which
presumably filled this function in historical economies:

“Salt is said to be the common instrument of commerce
and exchanges in Abyssinia; a species of shells in some
parts of the coast of India; dried cod at Newfoundland; to-
bacco in Virginia; sugar in some of our West India colonies;
hides or dressed leather in some other countries; and there
is at this day a village in Scotland, where it is not uncom-
mon, I am told, for a workman to carry nails instead of
money to the baker’s shop or the ale-house.” — Smith, 1776

Thus, Smith argues for the barter narrative: as economies developed
finer divisions of labor, the double coincidence of wants problem grew
and so people began to stockpile commodities which would be accept-
able in all trades and these commodities can be called money. How-
ever, history shows that these societies Smith relies on for his argu-
ment could not have relied upon money as a medium of exchange,
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because there just was not that much money to go around to fulfill
the needs of ordinary people. At the time, these societies were using
money, but rather as a unit of account. What we often think of as
the primary function of money in modern textbooks and even what
Adam Smith thought of as the primary function of money, was not
what money was primarily used for. As anthropologist David Graeber
points out, “[W]hat Smith describes was really an illusion, created by
a simple credit arrangement...[Smith’s examples] were ones in which
people were improvising credit systems, because actual money — gold
and silver — was in short supply” (Graeber, 2011).

“Employers in Smith’s day often lacked coin to pay their
workers; wages could be delayed by a year or more...The
nails were a de facto interest on what their employers owed
them. So they went to the pub, ran up a tab, and when
occasion permitted, brought in a bag of nails to charge
off against the debt...The law making tobacco legal tender
in Virginia seems to have been an attempt by planters to
oblige local merchants to accept their products as a credit
around harvest time. In effect, the law forced all merchants
in Virginia to become middleman in the tobacco business,
whether they liked it or not; just as all West Indian mer-
chants were obliged to become sugar dealers, since that’s
what all their wealthier customers brought in to write off
against their debts.” - Graeber, 2011.

Thus, though John Smith cites these various commodities as his-
torical examples of money emerging as a medium of exchange to solve
the inefficiencies of barter, the evidence Graeber points to argues that
the stage for their emergence was not set by barter, since the records of
their actual behavior indicates the goods were primarily used to settle
debts which were denominated in conventional money. The account
of dried cod in Newfoundland is most explicit, and was written by the
accountant Thomas Smith in 1832.

“ At Newfoundland, it is said, that dried cod performs
the office of money; and Smith makes mention of a vil-
lage in Scotland where nails are made use of for that pur-
pose.” ... neither of these articles ever was used or could
be used as money; and had Mon. Say, instead of servilely
copying from Adam Smith and others, almost verbatim,
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only taken the pains to investigate cases, he would have
soon found out this. A very considerable intercourse has
long existed betwixt some of the ports of France and one
portion of Newfoundland, and he might easily have ascer-
tained from any of the traders in those ports, as to the fact
he mentions... No doubt when a person there is in posses-
sion of codfish, fully cured or fit for market, he can at all
times obtain in return for them any articles that he may re-
quire; he has only to go to a store keeper, tell him that he
has got the fish and state the articles he wishes in return
and a negociation is immediately entered into. But the fish
are not taken as money, neither do the parties make a swap
of it, that is, make a rough exchange; on the contrary they
make a fair a regular barter, calculating the exact value of
the articles on each side, according to the rates they agree
on;... If the parties are on the French side they use the term
livre, if on the English it will be the pound and its diminu-
tives, shillings and pence... a balance is struck. Should that
be against the planter? he generally engages to pay it in fish
at a future period, seldom having any other means. Should
it be in his favour the merchant gives him a draft for the
amount, either on France or England, which he pays away:.
In the English settlements such drafts for sums varying
from five shilling to five pounds, pass as cash, and will
circulate there for years before being sent home, being in
fact almost the only circulating medium.” - Smith, 1832

In short, dried cod didn’t really fulfill any of the three functions of
money — it merely served as a means of payment. Passages like the
one above highlight the difficulty in accepting examples from the past
that writers considered to be money: the three-function definition of
money is actually very stringent. The examples used by Adam Smith
to solve the coincidence of wants problems were only sometimes money,
and less than half of them were conclusively used as media exchange.

IV. Credit and Barter — historical difficulties

The problem with evaluating whether money ever emerged accord-
ing to the barter narrative is that the conditions a historical society

#‘planter” is a word used at the time to mean ‘fisherman’.
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would have to meet to be a barter economy are strict already, and the
three function definition of money excludes devices, like credit, which
solve some of the essential problems but are not themselves media of
exchange. Evidence proving the barter narrative would have to show
two things:

1. An economy dominated by barter, meaning direct simultaneous
exchange of goods;

2. The emergence of a commodity in that economy which fulfills
the unit of account and store of value function, but removed the
coincidence of wants problem through the medium of exchange
function.

Of these two requirements perhaps the hardest one to substanti-
ate historically is that a barter economy based on simultaneous direct
exchange ever existed.

“Barter is at once a cornerstone of modern economic the-
ory and an ancient subject of debate about political jus-
tice, from Plato and Aristotle onwards. In both discourses,
which are distinct though related, barter provides the imag-
ined preconditions for the emergence of money. Why should
anthropologists be interested in logical deductions from an
imagined state? No example of a barter economy, pure
and simple, has ever been described, let alone the emer-
gence from it of money; all available ethnography sug-
gests that there never has been such a thing. Nevertheless,
there are economies today which are dominated by barter”—
Humphrey, 1985

While there have certainly been societies that used barter, there
are no examples of economies relying on barter for trade between
neighbors. Barter ordinarily “takes place between strangers, even en-
emies”(Graeber, 2011). In a way, barter is an extreme case of credit
where the loan is repaid instantly. For interactions between family
members or neighbors, there is no need for this kind of strict require-
ment since debts can be repaid in a variety of ways over a flexible
time span. Between strangers and enemies however, each party must
be wary that the other is not going to murder, steal, or both. Barter is
thus ritualized, and pushed into the margins of societal activity.

33



V. Four Merchant Model

Using four players in a simple connected network, a variety of out-
comes relevant to the functions of money can be demonstrated. One
important result is that using a system of credits (loans) no more com-
plex than those written onto clay tablets in the Ur III dynasty of Old
Babylon (2000 - 1600 BC), it is possible to gain all three functions of
money. The loan contract by definition fulfills the unit of account func-
tion and is a store of value, and when traded becomes a medium of ex-
change. This is particularly relevant to the barter story because while
there are no historical economies based around barter as a primary
mode of exchange, ancient Babylon contained a wealth of sophisti-
cated banking operations inside their temples, leading to a widespread
use of contract loans throughout the society and the legal codification
of contract law to go with it. The model that follows uses four mer-
chants in a network structure because it is relatively simple to model
the standard problems with barter, the use of credits to solve them,
and can be used to simply analyze the profitability of becoming a mid-
dleman due to the complementarity of the goods being traded.

VI. Model Overview

There are four producers of goods in a primitive economy, situated in
a circle around a treacherous mountain. In their native tongue they are
named after what they produce (the grain producer is named ‘Grain’,
and so on). Each player can talk only to a neighbor a quarter of the
way around the mountains: the mountains permit noone to pass them
and thus it is impossible for a player to either communicate or enforce
contracts with the player opposite (over the mountains, see fig. 5 ).
Each player specializes in the production of a specific unit goods vec-
tor: W, G, B or S. For instance, when Wood makes a unit of output I
refer to it as W = (1,0,0,0). Similarly, when he produces x units of
output, I refer to it as xW = (x,0,0,0).

Now, for simplicity take the case of homogeneous preferences. Let
the utility of every producer be dependent on their holdings vector
h = (hy, hy, h3, hy) in the same way:

1

u(h) =1-h* = ; H* ke (0,1] (1)
=1

The benefits of this utility function are that (1) it is easy to compute
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and (2) it fulfills the usual conditions of utility:
1. Twice continuously differentiable in any good:
2. Increasing: dj,u = khi."1 >0
k(k—1)HE2<0 i=j
0 =y

4. Marginal utility goes to infinity in the low consumption limit:

3. Concave: 9%, u =
hihj

lim 9, u(h;) =
Jim 9y, 1(1) = o0

1

Four merchant model

Wood

Sheep Grain

Mountains

Brick

Figure 1: The setup of the four merchant model. Each producer has the
ability to trade with their neighbor, but is unable to communicate or enforce

contracts with the producer over the mountains.

VII. Barter solution

The lack of communication over the mountins doesn’t hinder a pareto-
optimal outcome if there is, in addition to homogeneous preferences,
homogeneous production. Given that no producer has any preference
for any particular good, and each starts out with the same amount a
of their specialized resource — Wood has aW, Grain has aG etc. — an
efficient allocation (which is also very egalitarian) can be reached in

four trades:
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1. Wood, holding aW, knows that Grain holds aG and that Sheep
holds a4S. Since goods are preferred equally, Wood is indiffer-
ent to a trade with Sheep or a trade with Grain. Given that one
is chosen, trading must commence until there are no pareto im-
proving moves left. It is easy to see if Wood chooses Grain, he
gives her (a2/2)W in exchange for (a/2)G in return.

2. Next, noticing that a similar situation would occur between the
sheep and brick producers: Brick gives Sheep (a/2)B in exchange
for (a/2)S in return.

3. Now that Wood has (a/2)[W + G] and Sheep has (a/2)[B + S|,
Wood can give Sheep (a/4)[W + G| for (a/4)[B + S| in return.

4. Similarly, Grain can give brick (a/4)[W + G] for (a/4)[B + Sp]
in return.

At the end of these four trades, each player holds and is able to con-
sume hy = (a /4,a/4,a/4,a/4). This final allocation yields

4 k
a _
i=1

as compared with the utility of the initial allocation
u(hi) = } I = a* ©

The barter solution gives a factor of 22-¥a* higher utility, which is
an improvement since k € (0,1) = 227%¢F > 1. This has some
nice features. When marginal utility diminishes quickly, i.e. when k is
close to zero, the gains from this kind of trade are very high and utility
can be increased for every player asymptotically up to four times its
original level.

Implications and features of barter without money

The barter case described above includes no media of exchange, no
units of account, and no stores of value. Despite this, the result of this
trading is optimal in a utilitarian sense. Given (a,4,a,4) to distribute
among four players, one could not have done better in terms of total
utility. In addition, every good made its way around the mountains by
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a sequence of mutually agreeable trades. In this situation there can be
no role for money to play. The usual objections to barter: transaction
costs, double-coincidence of wants (Jevons, 1875), and identification
costs (Alchian, 1977), don’t apply as everyone is always willing and
able to trade something with their neighbor to facilitate trade.

“In real life, of course, things are more complicated; we are
‘awash’ in trading intermediaries because we cannot eas-
ily discover and exploit potential gains from trade without
them.” - Clower, 1995

If we were to keep homogeneous preferences but get rid of homo-
geneous production, barter would fall apart.

VIII. Borrowing solves a broad class of trading problems

One way we can easily see how money may arise as a unit of account is
to imagine that our land is hit by a drought, and no sheep or wheat can
be produced. In this situation, though units of brick may highly valu-
able to everyone, there’s no way for anyone to obtain benefits from
trade using a traditional scheme of sequential transactions. In this
system, every trade must be improving to both players, and since in a
‘primitive” world there’s no notion of credit (yet), there’s no incentive
for Brick or Wood to trade with Grain and Sheep. Suppose that Grain
creates the world’s first promissory notes specifying on a clay tablet —
as was done in Babylonian times — a debt of some number w units of
wood to be paid to the bearer of the clay tablet. Suppose also that she
creates another tablet denoting a debt of some number b units of brick.
For the sake of convenience, I denote the tablet with debt in terms of
w units of wood as $,,, and the tablet with debt in terms of b units of
brick as $.

Now, if Grain completes a trade of $, for (w + €,)W with Wood,
and a trade of $, for (b + €,)B with brick, then she can redeem her
tablets by giving Wood bBr and Brick wW,. In this way, she keeps
€xW + €,B for herself.
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Grain’s credit solution

¥, (.w’}few)w
Wood %, a

Sheep

Wood ‘bB

Grain
\ Mountains /
y.)«W

Brick &

. $
A

\ Mountains /

Sheep

Figure 2: Steps 1 and 2 of Grain’s solution to the drought. First, she issues
$, and $, as loan contracts with Wood and Brick in exchange for wood and
brick. Then, her creditors collect on their loans and return the loan contracts.
This allows Grain to make a profit of €, W + €, B for herself.

Merchant profits using the functions of money

By utilizing credit in a clever way, Grain has become the worlds first
money-wielding merchant. This form of trading can make use of ev-
ery aspect of money as defined by Hicks (1967): all that’s required is
to say that some time has passed between the issuing of the promis-
sory notes and the claiming of the goods written in the contracts. As a
medium of exchange, the promissory notes fulfill a role as an interme-
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diate good solving the double coincidence of wants problem, albeit in
a closed loop. Grain — initially — has nothing to offer Brick or Wood,
so the coincidence of wants problem exists. By creating what is essen-
tially a unit of account to handle credit, Grain can benefit herself by
enforcing contracts with Brick and Wood, even though neither Brick
nor Wood can enforce contracts with eachother.

This example shows a common theme in the emergence of
commodity-backed monies: when the medium of exchange condition
is fulfilled, the unit of account condition naturally follows. That is,
when it makes sense to players to use an intermediate in exchange,
price ratios and exchange rates therefore originate from the use of
that intermediate. For instance, due to the intermediate promissory
notes, the exchange rate Brick sees between wood (W) and brick (B)
is $,/ (b + €p), which is a price for wood in terms of Grain’s promis-
sory notes 5. On the other hand, before the trades even took place, the
loans were by definition units of account. Therefore, this system of
credit-money demonstrates that the taking on of debt to personal gain
is a plausible alternative to the double coincidence of wants narrative,
which stresses the origin of money in transaction costs alone.

Grain’s profit

Without considering any costs of issuing the notes, Grain gains €, W +
€, B from her scheme. There is a limit however to what can be sup-
ported as Grain’s profit in this kind of system. The first thing to con-
sider is that for this to work, each player must be at least as well off at
the end of the trade. This means that

M(h[z) > u(hI) 4)

for all players. In the context of the utility function and example I have
been using, if Brick produces ggB every turn and (as is commonly
assumed) there is a discount factor of f on consumption in the future,
then there are two approaches to determining acceptable trades:

SThough the issuing of credits in a Babylonian way fulfills the three standard func-
tions of money, another appropriate definition of money for the loan contracts circu-
lating in this model is an Aristotelean one. A direct effect of the loan contracts in this
model is that they establish an exchange rate between goods in equilibrium. There
can be no more aristotelean form of money than that which “makes all things com-
mensurable, as money is the universal standard of measurement [of exchange value”
(Monroe, 1924)
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One-Shot Solution

When Grain offers Brick one credit, and doesn’t expect to issue in the
period following, the only acceptable trades must satisfy:

(98 —b—e€)" + B(w* +q5) > (1+ B)qp (5)

This implies that Brick is indifferent when

(98 —b— &) + pwk — g =0 (6)

For any pair (b, w), the best possible €, supported in this trade is

1/k

e = q5 — [q — put]" 7)
For Wood, the same kind of restrictions hold:
1/k

ew = qw — [qly — pU]F —w (8)

This implies that the utility gained by Grain when she denominates $;,
and $,, is

1/k ]k+ [qw_ [ql]c/v_,gbk]l/k_w]k
)

u(t) = ey +eq = (95— [q5 — pu’]

This implies the first order conditions:

E)bu(ﬁ) =0=
BO [qw — [afy — BYY]* — ] gy — o) O
— g5 — [q — ] — 1] (0)

U (1) =0 =
Bk~ [a — [q — pof]"* — 6 g — p'] "
— aw = [ghy — B8] — )

As can be clearly seen from the above equations, this is a pretty tan-
gled set of first-order conditions. Therefore, I turn to a numerical so-
lution. First, however, let me consider what happens in steady state.

(11)
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Steady-State Solution

When Grain gives Brick a note in exchange for (b + €;)B; every turn,
the trades must satisfy:

(1+B)(q8 —b—ep) + (1+B)(@*) > (14 B)dh (12)

This implies that the discount rate B has no effect on the outcome
since the (1 + B) can be dropped from both sides. Indifference implies
equality and:

(g8 —b—e€p)" + (14 B) (W) > (1+ B)gh (13)

Similar to before:
1/k
ev=aq5— [ — '] —b (14)

This is to be expected: the steady-state solution is merely the one-shot so-
lution with no discount rate p.

IX. Numerical Solution

As an alternative to the mind-numbing slog of solving the first order
conditions, it’s convenient instead to simply solve for the maximum
profit over a grid of possible (b, w) pairs (equivalent to a numerical
solution of the first order conditions). When parametrized in b and
w, the level sets of the profit u(7) can be plotted and the location of
the maximum value found. An example of this numerical solution
method can be seen in fig. 3 (below).

This particular optimum trade is convenient to demonstrate, while
others will depend more complexly on the specification of k, B and the
ratio qw/qp. If Wood and Brick start out with their initial holdings
of (qw,0,0,0) and (0,0, gp,0), respectively, and qw = g, then their
initial utilities are the same: gf, = g%. Since k = 1/2, however, they
are both indifferent between their initial holdings and final holdings
of (qW/4., 0, qB/4., 0)2

u((qw/4,0,45/4,0)) = \/qw/4+ \/q8/4 = \/gw = u((qw,0,0,0))
(15)
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Grain’s Optimum Denomination (b, w) of Credit
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Figure 3: A plot of the contours of the u(77) over (b, w) pairs. The optimum
point, represented by a black circle, tells Grain exactly how much brick bB
she should owe Wood and how much wood wW she should owe Brick if she
wants to maximize the value of the profit she gets from the trade.

Since the total amount of each good is preserved, however, this
gives Grain an initial holdings of (0,0,0,0) and a final holdings of
(qw/2,0,q5/2,0), yielding a utility \/2 times that of either Wood or
Brick. Being the middleman definitely paid off for Grain in this case.

X. Substitutes and Complements

The optimal (b, w) pair depends on  and k in a way that is instructive
of conditions for the emergence of money. Examining a steady-state
solution B = 1, and varying k (a measure of substitutability between
wood and brick), the behavior of the optimal denomination of credit
changes dramatically. The first thing to notice is that for a utility func-
tion of the form:

4
u(he) = ) (16)
i=1
Indifference curves near k = 1 look like perfect substitutes:
o, hihk
lim MRS = lim 2" — Jim 7% — 1 (17)
k—1 k—1 ah].u k—1 hih;.(
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While indifference curves near k = 0 look like perfect complements:

lim MR _ lim W 18
kl—r>r(1) k=0 ah U k=0 h; hk E (18)

In varying k from k = 0 to k = 1 slowly, and solving for the optimum
(b, w) at every step, it’s possible to find the ratio of Grain’s utility to
the initial value of Wood or Brick’s utility. When this is done, a smooth
curve is formed which shows that the most utility — relative to Brick
and Wood — Grain can get of the system occurs when wood and brick
are complementary goods. Also, the only case in which there are no
potential gains from trade is when the goods are perfect substitutes.

Grain’s Utility Profit Factor — A Pareto Frontier
2 T

k
B,W

u(m)/q

0.8

0.6

0.4

0.2

Figure 4: The ratio of Grain’s per-period utility gained from trade to the
max1mum profit of Brick of Wood without trade as a function of k, i.e.

u(7t, k) /q% qpw- This graph demonstrates the relationship between substi-
tutability and how profitable creating an elementary system of promissory
notes can be. At the center, where k = 1/2 (as in the trade before), notice that
the value of the ratio is v/2.

This result that the profits from trade using money is highest when
the goods themselves are complements is relevant to the history of
money. During the development of early economies, there was an
expansion of productive processes that required complementary in-
puts. For example, for a specific amount of obsidian a corresponding
amount of sinew and wood was required to craft a spear. How ever
much more sinew or wood one was granted, the crafstman could not
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create another spear until all three production inputs were provided
in acceptable proportions.

In the transfer from early hunter-gatherer societies to agrarian ones
it is consistent with the history to suppose that the development of
technology could be represented in the four-merchant model as a grad-
ual decrease in k for individuals in the habit of creating finished goods.
Since the rewards to being the middleman in such a case would be
higher, it’s possible that the role of trader itself was created in part by
the increasing complementarity of production inputs. This is consis-
tent as the time period (circa 2,000 BC) gives us ample examples of
markets, and the emergence of organized production requiring mul-
tiple inputs. Thus, a simple model of credit money based on actual
ancient loan contracts lends support to the credit theory narrative of
money, yields gains from trade higher than those from barter, and ex-
hibits features consistent with the history of production technology.

XI. Competition

In the model, it is unlikely that Sheep would go long before realiz-
ing that Grain was benefitting from issuing her promissory notes. In
response, Sheep could do the same thing, issuing promissory notes
with slightly more favorable terms. Since preferences are homoge-
neous, and we already know the utility from Grain’s profit, the solu-
tion to this problem is merely a game of descent on the manifold of
Grain’s profits (see figure 4). This competition is a form of Bertrand
competition since Sheep and Grain are only choosing the denomina-
tion of their credit tokens, meaning that they’re setting the exchange
rate between Brick and Wood. In other words, Sheep and Grain are
price-setters. With no collusion, it is clear that Sheep and Grain would
reach an equilibrium outcome where neither of them makes a profit,
as in the standard two-firm Bertrand case.

XII. Four-merchant model as applicable to Babylon circa 2000-
1600 BCE

Because there are so many examples of catalogued primitive curren-
cies, and because the ways in which they are used are so widely varied
(Einzig,1966), it is difficult to conclude with a strong statement that
solving inefficiencies of barter with a medium of exchange never led
to improvements in trade, or that it was never a part of the emergence
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of money in the three function definition. However, ancient Babylon
is rich with historical examples of credit that lend themselves much
more fruitfully to the thesis that wide scale trade did not encounter a
significant double coincidence of wants problem. Instead, there were
large institutions which set the precedent for the modern economy by
establishing weights and measures, and that only after such units of
account were in place did media of exchange fully take off.

In the history of civilization, the kingdoms of mesopotamia occupy
a unique position. They are regarded as the first political organiza-
tions to have organized written systems of law in recorded history.
Of the several thousand contract documents that survive from the era
(2000 - 1600 BC), a majority of them concern loans (Skaist, 1994). As
the cuneiform that was impressed into the clay to record these trans-
actions has survived the millenia that followed their use, many re-
searchers have had the time to study them and interpret their use in
Old Babylon. The employment of these contract loans predates the
development of true coinage by at least a millenium, and therefore of-
fers insight into the early development of money, at least insofar as it
concerns facilitating trade through the convention three-function def-
inition of money.

Temples played the role of Grain in creating credit money

In the four-merchant model, players were situated around a mountain
and thus could not communicate. On the watershed of ancient Baby-
lon, there were no such mountains. However, the mountains did not
play a role in inventing credit money in the Four-merchant model -
they simply set the stage for competition between Sheep and Grain.
All that was required for credit money to emerge was for a trading
intermediary to connect trading partners and realize profits due to
the complementarity of those goods. In ancient Babylon, the financial
transactions of the day were legally tended to in temples and by tem-
ple scribes. The temple was not only a religious center with economic
and legal obligations: the religious and the commercial spheres were
not separate, and this is no better evidenced than by the fact that some
loan documents have gods as creditors, and other documents formu-
late vows to the gods in legal loan terminology (Harris, 1960). On
the whole, the temple was an institution with pervasive legal author-
ity and influence, and a perfect candidate for the birthplace of money
and banking.
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The Role of the Temple in Ancient Babylon

Wood

Sheep —— — Grain

Temple

Brick

Figure 5: The setup of the four merchant model in ancient babylon. Each
producer has the ability to trade with their neighbor, but is also able to com-
municate and enforce contracts with any producer through the temple.

With the temple at the center organizing loans, the potential of the
temple to make profits from trade are enormous. If any two economic
actors in the society produce complementary production inputs, the
temple has the potential to make profits both by loaning out produc-
tion inputs at interest and by using a credit-money system to facilitate
trade. As an entity with the legal power to levy taxes, the Babylonian
temples thus had both the legal authority and the economic power to
standardize weights and measures and codify units of account.

XIII. Credit was pervasive in the Babylonian economy

In the abstract to Shepherds, Merchants, and Credit: Some observations on
lending practices in Ur 111 Mesopotamia, Steven Garfinkle writes that

“...Despite the overwhelming scale of the institutional economies,
there was significant room for non-institutional households

to pursue economic gains through money-lending. This
entrepreneurial activity took place in an economy that was
familiar with a sophisticated range of possible credit trans-
actions.” — Garfinkle, 2004
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He later supports this with an exposition:

“A debtor might owe an obligation to the temple of one of
the chief gods of the pantheon, to a member of the royal
family, to an urban entrepreneur, or to a relative of co-
worker” — Garfinkle, 2004

Clearly, credit was pervasive in the babylonian economy. In the archives
of two babylonians SI.A-a and Ttram-ili, a shepherd and a merchant,
loans account for 68% and 17.5% of the respective documents (Garfin-
kle (2004, pg. 24)). Although Garfinkle cautions us to remember that
“the surviving texts may not be an accurate reflection of the origi-
nal volume or importance of any one particular activity within the
economies of the households under consideration”, the fact that a
larger share of the Shepherd’s documents were loan contracts captures
the fact that facilitating trade was not the exclusive role of those peo-
ple we might commonly call merchants. The distribution of loans in
ancient Babylon is very indicative of the role of individuals and insti-
tutions, rather than markets, in creating financial devices that fulfill
the goals of money.

XIV. Advanced finance emerged with the unit of account

In ancient Babylon, the temple served not only as a means of enforcing
and codifying loan contracts, but also as a clearinghouse and store-
house as a precaution against drought. When peasant farmers ran out
of grain, they could take out a loan at one-third interest to tide them
over until the next harvest (Bromberg, 1942). While the early loan doc-
uments display most if not all of modern legal loan language (Skaist,
1994), a wide variety of more advanced financial instruments are also
evident. Even derivatives appear in these documents following the
enactment of the famous Law code of Hammurabi in the 18th century
BCE:

”In terms of contracts, one may recognise in this 48th law
[of Hammurabi] a kind of contract that once translated into
a more modern language would stipulate the following: A
farmer who has a mortgage on his property is required to
make annual interest payments in the form of grain, how-
ever, in the event of a crop failure, this farmer has the right
not to pay anything and the creditor has no alternative but
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to forgive the interest due. Experts in the field of deriva-
tives would classify such a contract as a put option. In an-
other words: if the harvest is plentiful and the farmer has
enough grain to pay his mortgage interest, the put option
would expire worthless.” — Pauletto, 2012

XV. Conclusion

Credit and financial instruments in ancient Mesopotamia were perva-
sive and inextricable from the development of commodity money as a
unit of account. In ancient Babylon, barter was likely present but ev-
idently was not a factor in large commercial operations. At the time,
Babylonian society was far more sophisticated than a simple collection
of independent producers stockpiling for trade with each other. The
prevailing socioeconomic hierarchy made such concerns obsolete by
codifying tributes paid to the kingdom and the temples. Trade in such
hierarchies thus never faced the double-coincidence problem in any
significant way. Remarkably, through this hierarchy and the standard
measures it imposed, a vast capitalism flourished in the fertile cres-
cent with the establishment of contract law. Babylon set the stage for
millennia of economic history with its economic and legal traditions
at a time when the legal concept of money dealt primarily with pay-
ment of debt. Thus, the history suggests that money did not originate
(at least in the middle east) as a solution to the inefficiencies of barter.

Mathematically, gains from trade via the Four-merchant model sug-
gest that money originated more along the lines of institutionalized
units of account, and credit, than by barter. Credit solves a broad class
of problems, present in every economy, that barter can not. When a
trading intermediary has no purchasing power, but is credit-worthy,
it is still possible for them make a profit using credit: here barter has
nothing to say. Barter, when viewed within the broader scheme of fi-
nancial instruments, is an extreme case of credit where a loan is paid
off instantly with some agreed upon interest and on specified terms of
payment. To suggest that trading intermediaries were limited to such
an extreme modus operandi ignores the historical reality that they
were not. Thus, the codification of the loan contract in ancient Baby-
lon, when combined with the historical evidence and simple thought
experiments about the viability of credit, demonstrates that credit sys-
tems are a more historically and theoretically viable starting place for
the emergence of money than barter.
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The Relationship between Monetary Policy and
Asset Prices
A New Approach Analyzing U.S. M&A Activity

Brett R. Ubl!

Abstract

This article details the relationship between asset prices and
monetary policy with a specific focus on the mergers and acqui-
sitions market. The existing literature has studied extensively
the link between monetary policy and stock prices and housing
prices, but has not analyzed other assets, such as MA transac-
tions. Monetary policy theory suggest that a negative shock to
monetary policy that lowers interest rates increases asset prices.
A lower interest rate decreases the cost of borrowing, raises in-
vestment levels (say for firms or home-buyers), and thus raises
the asset price. Using a VAR methodology, the empirical evi-
dence in this study, however, does not find this relationship be-
tween monetary policy shocks and MA activity. The response of
MA activity — measured by average EBITDA multiple and the
number of transactions — does not respond inversely to shocks
in monetary policy.

Black Tuesday, the infamous Wall Street Crash of 1929, triggered the
Great Depression, the most severe global recession since before the
Industrial Revolution. The Great Depression began with this devas-
tating drop in the asset prices of companies. Unfortunately, the Fed-
eral Reserve made critical errors in judgment and in philosophy that
severely worsened the Great Depression for years. Since then, schol-
ars have been better able to understand monetary policy, including its
relationship with asset prices. In these efforts, scholars and monetary
policymakers have hoped to avoid the consequences that can result
from asset price crashes and even possibly prevent such crashes in the

T would like to recognize several individuals who enabled me to complete this
project. First, I wish to extend appreciation to Agata Rakowski and Dealogic who
provided the data on U.S. M&A activity. Also, my professional experience as an
investment banking analyst with Robert W. Baird & Co. developed my understand-
ing of the M&A market. I am thankful for the constant support of the University
of Notre Dame’s Department of Economics, especially Professors Michael Mogavero
and Mary Flannery. Finally, I owe a heartfelt thanks to Professor Timothy Fuerst. His
comments and whistling were an invaluable resource in this process. Indeed, I am
forever grateful for the opportunity to learn under the Whistling Professor.
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first place. On Milton Friedman’s 90th birthday, former Federal Re-
serve Chairman Ben Bernanke famously commemorated Friedman’s
scholarship in this field. Bernanke (2002) concluded his remarks to
Friedman and the birthday party attendees stating, “Regarding the
Great Depression, you're right, we [the Federal Reserve] did it. We're
very sorry. But thanks to you, we won’t do it again.”

Just a few years later while testifying in front of Congress during
his nomination to become Chairman, Bernanke falsely observed that
no housing bubble existed to burst, noting that asset price increases
in the housing market “largely reflect strong economic fundamentals”
(Henderson 2005). Former Chairman Alan Greenspan suggested the
housing price increases were merely “froth” in local markets (Hender-
son 2005). To the dismay of both chairmen, there was indeed a housing
bubble and it collapsed. Combined with excessive risk taken by banks
and financial institutions in the subprime lending market, the Great
Recession resulted. Unlike the Great Depression, this time the Federal
Reserve, under Bernanke’s guidance, took enormous steps to provide
liquidity, be a lender of last resort, and constantly strive to stabilize
financial conditions. Although not perfect, most scholars would agree
that the Fed'’s efforts were commendable and often ingenious during
the Great Recession.

I provide this brief history of the two worst economic downturns
in U.S. history to exemplify the important relationship between mon-
etary policy and asset prices. In the Great Depression, falling stock
prices were the trigger; in the Great Recession, housing prices took
this role. It may not be practical to expect the Fed to prevent such col-
lapses, but in the very least, an optimal response is required to mini-
mize the potentially disastrous outcomes. However, the academic lit-
erature has so far only studied stock prices and housing prices. I argue
that, just as housing prices were far off the radar of policy makers and
scholars before the 2006-2007 collapse, other assets may be equally
troubling in future downturns. The core aim of this paper is to extend
the literature beyond stock prices and housing prices and consider the
relationship between monetary policy and a third asset class — merg-
ers and acquisitions (“M&A”). M&A activity is an enormous market,
totaling more than 14,000 transactions in 2012 alone with an average
transaction size over $200 million. This is not meant to be a prediction
for the next recession, although the possibility certainly exists. In the
very least, understanding the relationship between monetary policy
and asset prices more broadly is a critical task that can benefit schol-
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ars and policymakers.

With this aim in mind, the article will progress as follows. In
Section I, I present an extensive literature review covering monetary
policy as it relates to asset prices. Section II presents the Asset Price
Channel, a hypothesis based on existing literature that conceptually
explains the potential relationship between asset prices and monetary
policy. Next, Section IIT applies this hypothesis to M&A activity specif-
ically and then presents a discussion on M&A valuation and why this
asset type is relevant to include in the monetary policy literature. Sec-
tion IV and V describe the data along with the methodology for form-
ing a model to test the Asset Price Channel. The data includes ba-
sic Taylor rule variables, the Federal Funds Rate (“FFR”), the ten-year
Treasury rate, and M&A metrics including the number of transactions
and the average EBITDA multiple. Section VI presents the results from
the described models, showing no evidence to support the Asset Price
Channel, contradicting the existing literature that studies stock prices
and the housing market.

I. Literature Review Summaries

In this literature review, I discuss several topics concerning asset prices
and monetary policy. First, scholars are divided on whether optimal
policy rules should include asset prices. Related to this, empirical
studies have examined both whether asset prices respond to mone-
tary policy and whether monetary policy responds to asset prices. I
also briefly review articles that link foreign asset prices with domestic
monetary policy. Throughout this literature review, I emphasize that
economists have only studies asset prices and monetary policy with
housing prices and stock prices. Economists have not linked mone-
tary policy to other asset classes, including M&A activity which is the
focus of this article.?

Cecchetti et al. (2000) outlines a scenario in which asset price mis-
alignments create undesirable instability in inflation and employment.
In other words, booms cause busts, and busts are harmful to the macroe-
conomy. Considering historical cases of asset booms, the authors then

2By using Google Scholar and the University of Notre Dame’s OneSearch for aca-
demic literature, I was unable to find any articles directly addressing M&A and mon-
etary policy.
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consider what steps central banks can take to avoid these pitfalls.?
The authors advocate a “lean against the wind” strategy where cen-
tral banks respond to booms by increasing the interest rate in order to
counter rising asset prices and dampen boom-bust cycles.* This strat-
egy includes asset prices in the policy rule to best stabilize inflation
and output.

By examining forward-looking structural models of G7 economies
from 1972 to 1998, Goodhart and Hofmann (2000) similarly contend
that a monetary policy rule excluding asset price movements increases
inflation and output gap variability because the information contained
in asset prices is useful in forecasting future demand conditions. Bordo
and Jeanne (2002) consider a stylized boom-bust dynamic model in
stock and property prices. The thought experiment discusses the role
of pre-emptive monetary policy. This sort of ex ante policy differs from
policy rules that respond to an asset price bust only ex post, like an
inflation-targeting rule. By compare moving averages of asset prices
in OECD countries from 1970 to 2001, the analysis identified twenty-
four stock booms and twenty housing booms.”> The authors contend
that a response to asset prices restricts monetary policy during a boom
and is insurance against the risk of real disruption induced by the po-
tential for a bust or even a moderate asset price reversal. In this way,
they favor a policy rule that includes asset prices in order to yield
tighter monetary policy ex ante before a boom develops.

Several scholars, however, hold the view that policy rules includ-
ing asset prices yield sub-optimal results. Bernanke and Gertler (2001)
evaluate a standard new-Keynesian model while also incorporating
informational friction in credit markets. The model then simulates a
shock of a five-period increase in the nonfundamental component of
stock prices followed by a bust in the sixth period. The results show
that an aggressive inflation-targeting rule dominates accommodative
approaches in reducing both inflation and output variability. Plac-
ing a weight on stock prices does help marginally, but Bernanke and
Gertler conclude this is not the optimal policy because of the practical

3The cases include the 1929 stock market crash, the 1980s housing and equity bub-
ble in Tokyo, and the late 1990s crises in Southeast Asian equity and currency markets

4To clarify, the authors do not recommend that central banks should burst bubbles
once they form as this could still lead to disastrous outcomes. Rather, they advocate
for monetary policy that works to prevent bubbles from forming in the first place.

5This study diverges slightly from other analyses in that they consider optimal
policy not only for busts but also more moderate asset price reversals following
booms.

53



difficulties in separating fundamental from non-fundamental move-
ments in stock prices.® Ultimately, the practical difficulties outweigh
the marginal gains in policy outcomes. Carlstrom and Fuerst (2007)
consider the inclusion of asset prices in monetary policy in a model
with either sticky prices or sticky wages. A central bank response
to share prices in the case of sticky wages does yield optimal policy
because firm profits and share prices move positively with inflation.
However, in a model with sticky prices, a central bank responding
to share prices implicitly weakens its overall response to inflation be-
cause increases in inflation tend to lower firm profits, leading to sub-
optimal monetary policy. The authors conclude that, because of the
sticky price model, monetary policy rules should not include asset
prices.

Gilchrist and Leahy (2002) assess large movements in asset prices
in the United States and Japan from the 1970s through the 1990s. Us-
ing this data, they consider various shocks to the economy, including
asset price busts. They conclude that weak inflation targets produce
huge swings in output. Regardless of including asset prices in the
policy rule, this empirical study concludes that aggressive inflation-
targeting yields the optimal outcome. Filardo (2000) employs a frame-
work outlined by former Bank of England member Charles Goodhart
that proposed policy rules that include broad measures of housing
and stock prices. He dismisses this approach, primarily because of
the difficulty in identifying the signs of nonfundamental movements
in asset prices. Filardo illustrates that erroneous identification of price
bubbles has significant unintended consequences that harm economic
outcomes.” Even without this difficulty, he concludes that including
asset prices has little impact in improving policy outcomes.

The corollary question asks whether asset prices respond to mon-
etary policy. Bernanke and Kuttner (2005) conducted an event-study
analysis by looking at daily data from FOMC decisions from 1989 to
2002 and tracking the movement in stock prices in response to mone-
tary policy shocks. Using several modeling techniques, such as VAR
forecasts, Bernanke and Kuttner conclude that an unexpected 25-basis-
point cut to the Federal Funds Rate leads to a 1% increase in stock in-
dexes on that same day. Rigobon and Sack (2004) use a VAR model

6This is the same critique that Cecchetti et al. considered, but then dismissed.

7 As many of the critics have noted, identifying bubbles is no easy task. Recall that,
even as late as 2005, Bernanke and the majority of central bankers did not realize the
existence or extent of the housing bubble.
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that employs an identification technique through heteroskedasticity.
Examining the Dow Jones Industrial Average, SP 500, the Nasdaq, and
the Wilshire 5000 from 1994 to 2001, these authors find very similar
results to the Bernanke and Kuttner analysis. For example, an unan-
ticipated 25-basis point increase in the short-term interest rate results
in a 1.7% decline in the S&P 500.

Laevan and Tong (2012) take a deeper look at this question by ex-
amining varying responses by different types of firms. There should
be variance among firms — those more dependent on external financ-
ing should have larger swings in stock prices due to a monetary pol-
icy shock. The data examines 20,121 firms across forty-four countries,
with the average response of stock prices roughly 4:1 from an unex-
pected change in interest rates.® Firms are then classified as either
dependent or (relatively) independent on external financing, interact-
ing this variable with the monetary policy shock. Indeed, firms more
dependent on external financing are disproportionately affected.

Prior to the housing price collapse beginning in 2006 that triggered
the Great Recession, economists did not consider the damage that
could be caused or triggered by a housing bubble. Several scholars
and commentators have criticized that then-Chairman Alan Greenspan
kept interest rates too low for too long leading up to the collapse of
the bubble, allowing for easy lending and an increased demand for
housing. According to this reason, the low interest rates fueled the
bubble and allowed the housing market to overheat before eventually
collapsing. From 2002 to 2006, the Federal Funds Rate was roughly
200 basis points below what the Taylor rule would have prescribed
for policy makers. However, Bernanke (2010) has since argued that
this thinking is flawed for several reasons. First, he states that the ap-
plicable Taylor rule looks at expected future inflation, not current in-
flation. The interest rates were on par with this revised monetary pol-
icy rule and were not too low. Bernanke also observes that the surge
in housing prices began in 1998, implying that the timing of the start
of the housing bubble rules out the period when interest rates were
arguably too low (first in 2002 through 2006). Iacoviello (2005) sim-
ilarly estimated a monetary business cycle that includes the housing
market. By imposing collateral and borrowing constraints and sim-
ulating demand shocks on the housing market of nominal loans, he
finds that “allowing the monetary authority to respond to asset prices

81t is generally assumed that the current inflation target of the Fed is approxi-
mately 2%.
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yields negligible gains in terms of output and inflation stabilization.”
Other scholars disagree and believe the Fed should have acted oth-
erwise. Taylor (2007) observes that monetary policy responded more
effectively to inflation in the 1980s and 1990s and reduced boom-bust
cycles in the housing market. He then claims that the Federal Reserve
deviated from this previous action beginning in 2002. Using a coun-
terfactual model of the housing market, he contends that the loose
monetary policy failed to minimize the housing bubble and may have
been a causal force in the rise of the housing bubble.

Just as they answered whether asset prices respond to monetary
policy, Rigobon and Sack (2003) also study the reverse — the reaction
of monetary policy to stock markets. According to the authors, stock
markets have a significant impact on the macroeconomy primarily
through the influence on aggregate consumption and the cost of fi-
nancing to businesses. These effects play into the calculus of central
bankers. Using the same VAR model from before, Rigobon and Sack
establish an identification technique based on the heteroskedasticity
of stock market returns. They conclude that a five percent rise in the
S&P 500 increases the likelihood of a 25 basis point tightening by about
one half. Bohl et al. (2007) study this same question by looking at the
Bundesbank, tracking stock prices and interest rates in Germany from
1985 to 1998. Contrary to the evidence that Rigobon and Sack found
in the U.S,, the results in this study show that the Bundesbank did not
respond to movements in stock prices, with one possible exception to
the stock market crash of 1987. Bohl et al. states that “the theoret-
ical rationale linking central bank reactions to asset prices is not yet
sufficiently well developed to provide definite guidance.”

Erler et al. (2013) analyze the real estate boom leading up to the
Great Recession to determine if monetary policy responds to real es-
tate asset prices. They set up a GMM model using real estate mar-
ket data from 1980 to 2007 and then approximate both a Taylor rule
and a Taylor-type rule with asset prices as possible monetary policy
responses. The authors found a statistically significant negative re-
sponse to real estate asset prices including a real estate dummy vari-
able. In other words, the Fed actually lowered interest rates in the
presence of a real estate boom, contrary to a “lean against the wind”
strategy.

A related topic that several scholars have addressed is the relation-
ship between domestic monetary policy and foreign asset prices, both
if foreign asset prices respond to domestic policy and vice versa. Ida
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(2011) examines a theoretical New Keynesian model to determine op-
timal monetary policy rules in an open economy. For simplicity, the
model illustrates a two-country sticky price world. In this scenario, a
positive foreign productivity shock leads to an increase in foreign as-
set prices. Assuming an open economy, this leads to increases in both
foreign and domestic consumption. Ida argues that this increased con-
sumption raises domestic asset prices despite no change to the funda-
mental values of domestic producers, creating a price bubble. This
creates an opportunity for central bankers to consider this type of
bubble when setting interest rates. Wongswan (2008) addresses this
question using empirical evidence from fifteen foreign equity indexes
in Asia, Europe, and Latin America with respect to movements in
U.S. monetary policy. By observing high-frequency intra-day data on
dates of FOMC announcements, he employs a model similar to that of
Bernanke and Kuttner. The stock indexes increase between 0.5% and
2.5% with a 25-basis-point cut in the federal funds target rate. This re-
inforces the inverse relationship between asset prices movements and
monetary policy shocks

II. Theoretical Outline of Monetary Policy Effects on Asset
Prices

The Fed sets the money supply to a level that achieves a certain inter-
est rate. But, how does the Fed determine the optimal interest rate?
According to the Federal Reserve Act, the Fed has a dual mandate to
stabilize prices and minimize unemployment (Carlstrom and Fuerst
2012). This simplifies to the objective of limiting the variability of
inflation and output. John Taylor famously proposed an economet-
ric model where the interest rate is a function of changes in the price
level and changes in output. This has led to the development of var-
ious monetary policy rules, known as “Taylor rules.” The most basic
Taylor rule is an OLS regression depicted by Equation 1 below (Ball
2011):

r=r"+ay- (Y =Y*)+a(m—nh) (1)

where (Y — Y*) is the output gap with Y being actual output and Y*
is potential output and (7—7T) is the inflation gap with 7 being the
target inflation.” An important component of the Taylor rule is the

%It is generally assumed that the current inflation target of the Fed is approxi-
mately 2%.
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Taylor Principle, which states that the coefficient a; should be greater
than 1.0. This changes the nominal interest by more than the inflation
rate, ensuring that the real interest rate actually adjusts to affect the
real economy (David and Leeper 2007).10

One additional feature regarding the interest rate worth noting is
the zero-lower bound on the nominal interest rate set by the Fed. That
is, no person would save in exchange for a negative nominal return,
but would rather simply hold money. So, the Fed cannot lower the
nominal interest rate below zero. The Taylor rule, however, may still
imply a negative interest rate. Consider monetary policy with the Tay-
lor rule from Equation 1. Say, actual inflation equals the inflation tar-
get so the inflation gap is zero. Then, take " = 1.0 and y = 0.5. If the
output gap is large enough (say -3.0), then the Taylor rule will suggest
a negative nominal interest rate. Once a central bank reaches the ZLB
in this scenario, it may lead to a liquidity trap. The model computes
that the interest rate should be further lowered, but this is impossible
due to the ZLB. Even worse, monetary policy is now too tight given
the optimal response according to the Taylor rule. This further fu-
els a lack of liquidity and slows down the economy. A vicious circle—
known as a liquidity trap — can develop, characterized by low levels of
nominal interest rates, economic stagnation and potential deflationary
periods (Bullard 2013).

Several examples exist of this ZLB scenario. Japan has been in a
liquidity trap at the ZLB for most of the 1990s and is still facing this is-
sue today. Since 2008, the U.S. and several other countries reached the
ZLB during the Great Recession and are still challenged by strategies
to exist these liquidity traps. As will be discussed later, this makes the
FFR irrelevant because an econometric model based on a Taylor rule
does not understand the ZLB constraint. Several policies are available
to central banks to escape a liquidity trap. These policies including
quantitative easing, purchasing long-term assets, and fiscal expansion
(Bullard 2007). As an example of recent U.S. policy, the Fed has prac-
ticed quantitative easing, or buying long-term assets like mortgage-
backed securities, at a rate of $85B per month. These policy options
are often aimed at lowering the long-term real interest rate to provide
greater liquidity and induce a robust recovery when the Fed can no
longer lower short-term interest rates. For this reason, I contend that

10Recall the Fisher Equation where the real rate is the difference between the nom-
inal rate and the inflation rate. Thus, to move the real rate, the nominal rate needs to
move by a larger amount than the inflation rate movement.
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including long-term interest rates in empirical analyses is relevant be-
cause the Fed’s policy is no longer solely aimed at the FFR but is also
targeting long-term rates such as the 10-year Treasury rate.

Before analyzing the potential effects of monetary policy on asset
prices, it is necessary to understand how asset prices are determined.
The classical theory of asset prices states that the price of an asset
equals the present value of expected asset income (Ball 2011). The
“expected” income derives from the rational expectations assumption,
that is, people’s expectations of future variables are the best possible
forecasts based on all available information. Thus, two variables de-
termine the present value: forecasts of future income and the interest
rate to determine present values. Looking at stock price valuation, one
can better understand the valuation method of asset prices. The future
earnings of a firm flow to stockholders through dividends. Thus, the
price of a stock is given by:

1L D, n D3
(1+4)  (1+i)2 (1+1i)3

stockprice = + ... (2)

If the dividends are assumed to be constant, then this becomes a per-
petuity valuation where the present value of the stock is:

stockprice = b 3)

Or, as proposed by Myron Gordon, the Gordon growth model theo-
rizes that a stock is determined by an initial expected dividend that is
then expected to grow at a constant rate. In this case, the price of a
stock is given by:

stockprice = L (4)
(i-g)

Finally, it is important to understand the relevant interest rate, as
it does not necessarily match the FFR, or the interest rate set by the
Fed. Rather, i = i*¥/¢ + ¢ where i/ is the risk-free rate, such as the
rate on a ten-year Treasury bond, and ¢ is the risk premium of the asset
that the owner receives as compensation for baring the additional risk.
Together, i is known as the risk-adjusted interest rate.

Continuing with the valuation of stock prices, it is clear how mone-
tary policy could affect asset prices. Using the Gordon Growth Model,
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say D =$2, 1 = 0.05, and g = 0.01. The price of the stock equals $50.
Now, let’s say the Federal Reserve lowers the interest rate. This can
have several transmission effects on the price of this stock. For one,
the risk-free rate may decrease. As discussed earlier, the Federal Re-
serve controls the short-term, nominal rate. However, according to the
expectations theory of the term structure, the long-term nominal rate
is just the average of expected short term rates. Thus, assume the Fed
lowers the interest rate such that the risk-adjusted i decreases to 0.04.
In this case, the stock price would rise from $50 to $66.67.

Monetary policy could also affect the actual prospects of the firm’s
future earnings as well. The function for forecasting a firm’s future
earnings can take on several forms. Parameters may include man-
agement ability (M), historical performance (H), projected competi-
tors (C), investments (I), and any number of other factors influencing
production (P). Think of this forecast function in the general form of
Equation 5 where any number of parameters could be used, but cer-
tainly investment is a critical variable.

Future Income = F(M,H,C, I, P) (5)

Importantly in this function, investment has a positive effect on
future income. Now, consider the function for investment, which in-
cludes parameters such as current capital accumulation (K), a produc-
tivity factor (Z), and the interest rate (i), given by Equation 6.

I1=F(K, Z,hi) (6)

Again, assume the Federal Reserve lowers the interest rate. This in
turn makes it cheaper for firms to borrow, thus increasing the firm'’s
level of investment. Feeding Equation 6 into Equation 5, a lower inter-
est rate that increases investment will also increase future income. Ac-
cording to the rational expectations assumption, market participants
would include new information such as the Fed’s decision to lower
the interest rate in forecasting a firm’s future earnings. Returning to
the stock price example, this could increase D, g, or both. Let’s say D
increase to $2.25 and g increases to 0.015 with i still lowered at 0.04.
Now, the price of the stock increases further from $66.67 to $90. This
general example helps illustrate the potential effects of monetary pol-
icy on asset prices, a mechanism I will refer to as the Asset Price Chan-
nel throughout this essay.
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In summary, the Asset Price Channel suggests that a negative shock
to the interest rate makes borrowing cheaper. This induces a higher
level of investment, raising the growth prospects and, thus, the poten-
tial earnings for assets. Because assets have earnings potential over
a long-period of time, a cut in the interest rate may also raise asset
prices by decreasing the discount rate when determining present val-
ues of future earnings. The Asset Price Channel dictates an inverse
relationship between shocks in monetary policy and movements in
asset prices. Thus, the Asset Price Channel aligns with much of the
literature. As Bernanke and Kuttner found, a 25 basis-points cut in
the funds rate increased stock prices by about 1%. Likewise, many
scholars such as Taylor believe low interest rates can fuel increases in
housing prices.

However, the Asset Price Channel may not always hold for several
reasons. First, the interest rate set by the Fed may not be a relevant
interest rate in the valuation of assets. Above, we assumed that the
short-term nominal rate — the FFR — influences both the risk-free rate
and the rate at which firms borrow for investment projects. This may
not necessarily be true. Again, assume the risk-free rate is the 10-year
rate. This is determined by the average of the current 1-year nominal
rate and the expectations for the 1-year nominal rates over the next
nine years. If this holds, then the current monetary policy decisions
of the Fed would only affect the current 1-year nominal rate. In aver-
aging with the next nine years of short-term rates, it is plausible that
this has an insignificant effect on the 10-year nominal rate. Likewise,
if firms borrow at a rate other than the short-term nominal rate, then
monetary policy shock would not necessarily influence firms” growth
prospects. By the same reasoning, it is likely that the Fed’s control
of this short-term nominal rate does not transmit to the rate at which
firms’ borrow. In this event, the Fed’s current monetary policy would
not affect the valuation of stocks. Finally, the same could be said for
the relevant interest rate at which households borrow in determining
mortgage rates and housing prices.

In addition to potential flaws in the Asset Price Channel, I con-
tend that both stock prices and house prices are not ideal assets for
testing this theory with empirical evidence. Beginning with stock
prices, it is very difficult to determine causality in the fluctuations of
stock prices because price movements are virtually constant given the
continual inclusion of new information. Empirical research, such as
Bernanke and Kuttner, is limited to analyzing one-day movements in
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stock prices on days in which monetary policy shocks occur. Although
effective in determining one-day movements in stock prices, this may
not be at all relevant if stock prices absorb this news and reverse the
fluctuation over the course of days and weeks. It is nearly impossi-
ble to filter out any type of a reverse fluctuation (if one occurs) from
the inclusion of other new information. Beyond one-day movements,
stock prices cannot provide a testable experiment for lasting changes
in asset prices from monetary policy shocks. Similar difficulties exist
for the housing market where countless variables affect prices over a
much longer period of time. One can observe broad movements in
housing prices, but it is difficult to associate such long-term changes
in housing prices with a one-day monetary policy shock. Thus, it is a
daunting empirical challenge to observe the specific impact of mone-
tary policy shocks both on housing prices and stock prices. For these
reasons, I consider a third type of asset prices: M&A activity.

ITI. A New Approach: Mergers and Acquisitions

To begin this section, I emphasize that M&A activity has not been
studied in relation to the effects of monetary policy on asset prices.!!
The only two types of assets considered in the literature have been
stock prices and housing prices, even though M&A transactions are
ideal for several reasons. First, M&A activity involves the equity prices
of companies, just as stock prices reflect the equity value of public
companies.'? It follows that, if stock prices are relevant to study the
effects of monetary policy on asset prices, then M&A activity must
be relevant as well because they both measure the same type of as-
set. However, M&A transactions involve a multi-month process. Con-
trary to only observing one-day movements in stock prices, M&A pro-
cesses have the time to absorb shocks in monetary policy and respond
accordingly. This allows empirical research to more consistently ob-
serve the effects of shocks. Unlike investing in a house that covers
multiple decades or the perpetuity nature of stock valuations, M&A
investments often cover a three to seven year window. This is more

The outline of the MA market and valuation methods follows the M&A invest-
ment banking guides by Breaking into Wall Street. (“Equity Value and Enterprise
Value Questions Answers” 2012, “Valuation Questions Answers” 2012, “DCF Ques-
tions Answers” 2012, “LBO Model Questions Answers” 2012).

12Note that M&A activity can include either public or private companies. Public
companies can be acquired either through divestures of specific divisions or through
a private takeover.
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likely to reflect the effect of monetary policy, which controls the short-
term nominal rate. In the very least, M&A activity is a relevant asset
class due to its enormous market size. In 2012 alone, over 14,000 M&A
transactions were completed with an average value above $200 mil-
lion. This empirical analysis of the effects of monetary policy on M&A
activity provides an original approach to this literature and helps fur-
ther understand the relationship between asset prices and monetary
policy.

M&A transactions are either the merger of or purchase of compa-
nies, generally involving the sale of a majority stake or the entirety
of a company. Broadly speaking, M&A involves two classes of ac-
quirers: 1) a company acquiring or merging with another company;
or 2) an investment institution, primarily a private equity firm, that
acquires companies to include in an investment portfolio. The latter
sort of acquisitions often involve a large portion of debt with only a
minority of the acquisition being funded with equity. To understand
this process, consider a typical private equity firm. The firm will raise
capital in an investment fund and then acquire a group of companies,
tfinancing the acquisitions with debt. Each portfolio company has two
primary goals: 1) use the investment from the acquisition to grow the
company; and 2) generate profits that are used to pay down the debt.
As the companies grow and the debt paid down, the private equity
firm re-sells each company hopefully at a higher price due to growth.
What is more, the firm receives a quantity worth the entire value of
the company, which is sizably more than the original investment that
was financed only partially with equity and mostly with debt. Even if
only some of the portfolio companies grow and not all the debt paid
down, the portfolio can post remarkable returns. Harris et al. (2013)
has found that the average U.S. private equity fund outperformed the
S&P 500 by over 3% annually. The next sections discuss more fully the
elements of this market.

Asymmetric information is especially of concern in the M&A mar-
ket. As noted earlier, over 14,000 M&A transactions occurred in 2012.
Although this is a large market due to the size of each transaction, the
frequency of transactions pales in comparison, say, to the thousands
of stocks traded daily. The market value of a stock is readily avail-
able because of the high frequency of transactions that signal the price
to market participants. In contrast, there may only be a few transac-
tions each year that are similar in terms of size, sector, maturity, ge-
ography, etc. This asymmetry is further compounded when consider-
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ing reporting requirements. Public companies are required to publish
quarterly and annual financial reports. What is more, these reports
include sections of management discussion, providing deeper insight
into the prospects and growth of the companies. However, because
many M&A transactions deal with private companies, this informa-
tion is often not available. For this very reason, investment banks are
hired to advise M&A transactions, gather and present company infor-
mation to potential buyers, and provide a credible reputation to stand
behind the company information, thus removing the asymmetry prob-
lem. Posing even more of a challenge for empirical research such as
this, not all M&A deals are required to disclose the transaction price
or valuation multiples. Therefore, particularly when assessing the ag-
gregate market, one must be prudent in selecting relevant variables
that are still reliable and consistent despite this lack of information.

When analyzing aggregate data on M&A, four variables reflect the
overall market activity: 1) the aggregate value of all disclosed deals,
2) the average size of each deal, 3) the number of deals in each pe-
riod, and 4) the average valuation multiple of each deal. I argue that
the first two are inconsistent metrics due to reporting requirements.
Because information is only available on disclosed transactions, the
aggregate value of all deals does not represent the entire market and
can fluctuate from period to period simply if more or fewer firms dis-
close deal information. Similarly, the average size of each deal can also
fluctuate from period to period as this average size comes from only
the sample of deals that are disclosed. For these variables, there is the
potential for inconsistency from one period to the next based only on
fluctuations in reporting.

The next two variables, however, account for these issues. The
total number of M&A transactions represents both disclosed and non-
disclosed deals, thus removing the disclosure problem altogether. Look-
ing at the final variable, valuation multiples are disclosed for only a
portion of transactions. However, unlike the average deal size, multi-
ples are independent of the size of a company and reflect the real price
of the company. If a company with $100 million in revenue is sold for
$200 million, the enterprise value (EV) to its revenue, or the revenue
multiple, would be 2.0x.1® If a company with $1 billion in revenue is
sold for $2 billion, the revenue multiple would still be 2.0x. Regard-
less of company size, the average multiple is not distorted. Several

13The enterprise value of a company is the price for which the actual company is
sold, combining equity and debt less any cash that the company holds.
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common multiples are a ratio of EV to revenue, EBIT (earnings be-
fore interest and taxes), and EBITDA (earnings before interest, taxes,
depreciation, and amortization). Without digging deeply into the ac-
counting for each multiple, this study looks at the EBITDA multiple
which is the most commonly used multiple in the investment bank-
ing industry. EBITDA indicates a company’s operational profitabil-
ity. In other words, it reflects how much a company can earn with
its present assets and operations on the products it manufactures or
sells. This multiple is comparable across companies regardless of size,
gross margin levels, debt-capital structures, or any one time costs that
affect net income. EBITDA is generally considered the truest account-
ing metric for the health and profitability of a company. Thus, the
EBITDA multiple is an excellent pricing metric to determine the value
of a company relative both across time and to other companies of vary-
ing sizes. When assessing aggregate data, the average EBITDA mul-
tiple is a proxy for the average real price of transactions. With these
metrics in mind, I now discuss common valuation methods.

Valuation methods can be broken into two main categories: 1) Rel-
ative methods that value the company in comparison to similar com-
panies; and 2) Intrinsic methods that value the company based on
its own performance. Two types of relative methods are precedent
transactions and comparable public companies (“comps”). Precedent
transactions look at the financial metrics of similar M&A deals and
then apply those multiples and ratios to the target company. Similarly,
comps analysis examines the trading multiples of a group of similar
public companies and applies them to the financials of the company.
In each method, the sample is based on criteria such as industry, fi-
nancial metrics, geography, and maturity. An analysis will take the
multiples of the group of companies, say the EBITDA multiple, and
then apply it to the company at hand. As an example, if the average
EBITDA multiple of the precedent transactions or comps is 10.0x and
the EBITDA of the company is $20 million, the relative methods imply
a value of $200 million.

In addition to relative methods, intrinsic methods value a com-
pany based solely on its individual financials. Discounted cash flow
(“DCEF”) analysis is the present value of a company’s future cash flow,
as the real worth of a company is determined by how much cash (in-
come) it can generate in the future. This mirrors the basic asset price
valuations discussed previously. A DCF is usually split into two parts.
The first component of a DCF is the forecast of a company’s free cash
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flow over a five to ten year period that is then divided by a discount
rate to yield a present value. The most commonly used discount rate
is the WACC which is broken into components based on a firm’s cap-
ital structure. Debt and preferred stock are easy to calculate as they
are based on the interest rate of debt or the effective yield of preferred
stock. The cost of equity is determined using the Capital Asset Pric-
ing Model (“CAPM”) by taking the risk-free rate, i safe, and adding
the product of the market risk premium, ¢, and a company-specific
risk-factor, ‘3.14 Within the CAPM, the risk-free rate is often a 10-year
Treasury bond whereas the market risk premium is generally the per-
centage that stocks are expected to outperform the riskless rate. The
CAPM is given by Equation 7:

CAPM =i*f* 4 ¢ . B )

The three components must be added back together to determine
one discount rate, usually calculated by the Weighted Average Cost of
Capital (“WACC”). Depicted in Equation 8 below, WACC multiplies
each cost by that component’s percentage of the total capital structure.

WACC = Cost of Equity - %Equity + Interest rate - %Debt
+ Ef fective yield - %Preferred Stock (8)

The last part of the DCF is a terminal value to reflect the earn-
ings of the company that are generated beyond the projection period.
The Gordon Growth Method, a common terminal value, takes the fi-
nal year of projected free cash flow, multiplied by a projected annual
growth rate of the company and then divided by the difference be-
tween the discount rate and the growth rate.!> Adding the discounted
free cash flows and the terminal value, the total DCF with a five-year
projection period is the following:

1A risk-neutral company has a beta of 1. Thus, this company is as risky as the
entire market so the risk premium is simply that of the market’s risk premium. How-
ever, emerging, fast-growth companies may face more risk in getting established.
Thus, its beta may be 1.5. Then, investors demand even a higher return on equity to
account for this additional risk that is above the market premium.

15Note that the annual growth rate of the company must be below the approximate
growth rate of the entire economy. If it is not, then the parameter assumes that, in the
limit, the company would be larger than the entire economy, which is not a practical
assumption.
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The DCEF, although one of the most common valuation methods, is
highly sensitive to assumptions, particularly for the projected growth
of the company, the beta risk-factor, and the terminal value. This
creates asymmetric information where the seller will inevitably have
more information than the buyer. Adverse selection may even arise
where all sellers, whether performing well or not, will present favor-
able assumptions as buyers do not have the same insight to whether or
not such projections are realistic and probable. For this reason, trans-
actions rely on the credibility of investment banks and the use of mul-
tiple valuation methods to minimize asymmetric information.

Another intrinsic method is the leveraged buyout model (“LBO”),
a more advanced valuation method that is relevant to acquisitions that
involve a large amount of debt such as private equity acquisitions. An
LBO works for three key reasons:

1. Up-front cash payment on the part of the acquirer is reduced by
issuing debt;

2. The cash flows generated by the company can be used to pay
down the debt;

3. The return on the future re-sale totals the initial funds spent, the
amount of debt paid down, and any additional value from the
company’s growth.!

Briefly, I illustrate these three points in an example. Consider a pri-
vate equity firm that acquires a $300 million portfolio company with
$100 million of its own equity and finances the rest of the acquisition
by issuing $200 million in debt. Over the course of several years, the
investment in the company allows it to grow while also using its prof-
its to pay down the $200 million in debt. Then, the private equity firm
can re-sell the company at a higher price, earning a substantial return

16To understand this concept of leverage, literally picture a lever that has a shorter
side and a longer side separated by a fulcrum. The larger side of course allows for
greater force to be created. Likewise, the larger amount of debt allows for a greater
return from a smaller portion of equity.
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on the original equity investment. Although highly stylized, this illus-
trates how the more advanced LBO can yield above-market returns, as
found in the Harris et al. study.

By applying the Asset Price Channel from the previous section to
M&A activity, the potential effects of monetary policy are very similar
to those of stock prices. For simplicity, let’s only look at the DCF as
an example. If the Fed raises the interest rate, the DCF could lower
for several reasons. This could increase the interest rate on debt and
isafe 17 What is more, this increase in the interest rates may discour-
age borrowing by the firm to fund additional investment projects. As
a result, the projected annual growth in cash flows may decrease. In
addition to these two issues, the WACC may be affected as well. The
monetary policy shock is likely to make output more volatile, includ-
ing the risk of the entire market and the firm, causing B to increase.
A higher B results in a higher WACC. All of these components would
result in a lower valuation of a firm. This DCF analysis illustrates
the Asset Price Channel. If this theory holds, then one would expect
the data to show that an increase in the interest rate by the Fed leads
to a decrease in the number of M&A transactions and in the average
EBITDA multiple.

IV. Data

The data considered in this study is broken into three groups: 1) M&A
metrics, 2) interest rates, and 3) Taylor rule variables. The M&A data
was made available by Dealogic, a research firm that specializes in
providing information to investment banks and brokerage firms. The
data gathered by Dealogic covers over 99% of all M&A activity across
the globe. This dataset includes quarterly data from 2003 through 2013
on the total number of transactions in each period, the total value of
all disclosed transactions, the average deal value of disclosed transac-
tions, and average EBITDA multiple of disclosed transactions.!®

As discussed in the previous M&A sections, the analysis below
does not include the total value of all disclosed transactions or the av-
erage deal value of disclosed transactions because of inconsistencies

7This is a stylized example. Again, the Fed raising the short-term federal funds
rate would realistically not have this one-to-one effect on debt interest rates and risk-
free rates. However, this provides a high-level analysis of how the theory would
affect the prices of M&A transactions.

18To be more precise, this data only goes through Q2 of 2013. Also, the number of
disclosed and non-disclosed transactions in each period was not available.
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in the sample of what deals are disclosed from one period to the next.
Therefore, I focus on the number of total transactions which represents
disclosed and non-disclosed deals and the average EBITDA multiple
which is consistent regardless of sampling. Over this time period,
the average EBITDA multiple was 11.12x and the average number of
transactions per quarter was 2,793.

Below, Figure 1 displays the quarterly data for average EBITDA
and number of transactions from 2003:Q1 to 2013:QQ2. First, notice
the steep decline in both price and activity in 2008 and 2009 as the
financial crisis created great uncertainty and panic in the M&A mar-
ket, causing investment activity to stagnate. A rebound followed that
eventually led to record highs in number of transactions in 2011 and
2012. Also, this time series illustration shows the close relationship
between these variables. Like any market, when the demand goes up
and the quantity of transactions increases, this is accompanied by an
increase in price. The M&A market is no different as the number of
transactions and the average EBITDA multiple trend together.
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Figure 1: Average EBITDA and Number of Transactions from 2003:Q1 to
2013:Q2

The remaining variables were gathered from the Federal Reserve
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Economic Data (“FRED”). In selecting an interest rate, the choice
consistent with previous empirical studies is the federal funds rate
(“FFR”). As discussed previously, the FFR is subject to a zero lower
bound which was reached in 2009. The data on this will depict inac-
curate results from 2009 to 2013 because the linear model would no
longer hold. Thus, the dataset is cut-off in 2008. Because of this lim-
ited timeframe, this empirical study also includes the ten-year Trea-
sury rate. As the study will show later, this still provides a consistent
depiction of monetary policy transmission when modeling the Taylor
rule. Because the ten-year rate never reaches its zero lower bound, this
second interest rate allows the empirical analysis to consider the full
MA dataset from 2003 through 2013. What is more, much of recent
monetary policy actions have aimed to also affect long-term interest
rates. Even from a monetary policy perspective beyond logistics with
the data, the ten-year rate is natural to include in this analysis along-
side the FFR.

For both the FFR and the ten-year, the end of period values are
used, implying that the Federal Reserve responds to the macroeco-
nomic variables in that current period whereas a change in the inter-
est rate is likely to have a delayed effect on the macroeconomic vari-
ables. Thus, although the end of period is used for the interest rates,
the average of the quarterly period is used for the Taylor rule vari-
ables. Finally, in order to analyze alongside the following Taylor rule
variables, the data for both interest rates begin in 1990 with the FFR
ending in 2008 and the ten-year ending in 2013. From 1990 through
2008, the average FFR was 4.23%. From 1990 through 2013, the av-
erage ten-year rate was 5.05%. Figure 2 highlights several key points
concerning the FFR and the ten-year rates. First, this shows the ZLB
that the FFR reached in late 2008, a bound that it has stayed at through
2013.

Secondly, this time series graph illustrates that the ten-year rate
is a good proxy for the FFR as the two interest rates move together,
reaching peaks and troughs at roughly the same time periods. The
FFR moves more extremely, yet more smoothly than the ten-year rate.
Because it is controlled by the Fed, the FFR changes in a disciplined,
gradual manner whereas the ten-year rate faces more frequent fluctu-
ations due to other market forces. However, the FFR also moves more
extremely, particularly for cuts in the FFR. This is evident from 1992 to
1993, 2001 to 2004, and from 2008 to the present. In each case, the Fed
cut rates aggressively in efforts to adequately respond to a slumping
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economy. Even though the ten-year rate decreases during these peri-
ods, the troughs are less severe.!’

The final group of variables are the Taylor rule parameters which
includes real GDP and inflation. The metric for GDP is the seasonally
adjusted, quarterly average of the natural log of billions of chained
2009 dollars. Similarly, inflation is measured by the quarterly average
of the natural log of the seasonally adjusted personal consumption in-
dex. The inflation rate is simply the difference of these natural logs.
Again, the data for both variables is quarterly from 1990 through 2013.
The average log of GDP and of the price level during this time period
was 9.4 and 4.5, respectively. Figure 3 displays the difference of natu-
ral log for GDP and of the price level from 1990 to 2013.2°
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Figure 2: Federal Funds Rate and 10-year Treasury Rate from 1990:Q1 to
2013:Q2

Inflation has been remarkably stable over this time period, remain-
ing steady around 0.5% per quarterly, or roughly 2% annually. This

9Recall that the ten-year rate will decrease (although less sharply) with cuts in the
FFR because of the Expectations Hypothesis.

20Tn the actual model, the natural logs are used; however, the difference of natural
logs better illustrates the GDP growth rate and the inflation rate.
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reflects the Fed’s success in maintaining its target inflation rate. The
one noticeable exception is the sharp deflation of 1.4% in 2008:0Q4,
which was in the heart of the Great Recession. Secondly, the late 1990s
saw steady GDP growth as the quarterly growth rate increases signif-
icantly from 1996 through 2000. This line also shows the true impact
of the Great Recession on the economy where GDP growth decreases
severely and is negative for most of 2007 to 2010.
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Figure 3: Quarterly GDP Growth Rate and Inflation rate from 1990:Q2 to
2013:Q2 %

Below is a table of all the descriptive statistics of all the variables.
EBITDA is presented as a multiple representing the total value of the
transaction divided by the EBITDA. Also, the minimum of the FFR is
0.16%, which occurs in 2008, signaling the ZLB. Finally, as mentioned
above, both GDP and inflation are reported as the differences of nat-
ural logs, which is the quarterly growth rate. The levels of GDP and
PCE are not of importance, but only the natural logs which reflect the
GDP growth rate and the inflation rate. In the actual model, the natu-
ral log is used rather than the difference in natural logs.
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Table 1: Descriptive Statistics

Variable Average Minimum Maximum St. Dev.
EBITDA 11.12x 7.23x 1489 1.55x
MNumber of

Transactions 2793 1927 1745 488
FFR 4.23% 0.16% B.20% 1.90%
Ten-year 5.05% 1.65% B.82% 1.76%
GDP growth rate 0.60% 218% 1.87% 0.64%,
Inflation rate 0.51% -1.44% 1.30% 0.35%

Figure 4: Descriptive Statistics

V. Method

A vector autoregression (“VAR”) is an estimation technique that cap-
tures linear interdependence among multiple time series by includ-
ing the lags of variables. In such a model, each variable has its own
equation that includes its own lags and the lags of other variables in a
model. Together, the entire VAR model has simultaneous equations
that provide a model for how variables affect each other intertem-
porally. Bernanke and Mihov (1998) famously argue that such VAR-
based methods can be applied to monetary policy because VAR in-
novations to the FFR can be interpreted as innovations in the Fed’s
policy. Thus, a VAR model can be created using the current FFR and
its lags alongside the current and lagged values of other macroeco-
nomic variables. This allows empirical analysis to then determine the
effects of innovations in monetary policy on other variables. In this
study, because the M&A data overlaps the monetary interest rates,
GDP, and inflation for a limited sample, I am using a modified VAR
technique. Think of this model as establishing a Taylor rule using in-
flation and real GDP. The residuals in this equation are exogenous
monetary shocks, that is, deviations from the Taylor rule. A second
step then inputs these shocks — the residuals — into another VAR with
the MA data.

In the results below, I include a VAR of the FFR and the ten-year
rate with the Taylor rule variables. This illustrates the basics of the
VAR technique and the intertemporal relationships between monetary
policy innovations and macroeconomic variables. It is also important
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to include a word on the ordering of variables. By including the inter-
est rate last, it suggests that monetary policy responds immediately to
the current levels of GDP and inflation whereas the effects of the cur-
rent interest rate really only have lagged effects on the macroeconomy.
22 When ordering a VAR, an implicit assumption is being made about
the timing of the intertemporal responses. Together, Equations 10-12
create a VAR model portraying a form of the Taylor rule

GDPy = p+ p1- GDPy_1) + B2- GDPy_3) + 3 - GDP,_3)
+ Ba- GDPyy_yg) + Ps - Inflationg + Be - Inflation, 1)+ B7 - Inflation, o)
+ Bs - Inflation(,_3) + Bo - Inflation,_4) + P10 - Interest rate,
+ P11 - Interest rate(; 1) + P1o - Interestrate,_oy + P13 - Interest rate;_s)
+ B14 - Interest rate,_4) (10)

Inflationg = B+ 1 - Inflation,_q) + B2 - Inflation,_»
+ Bs - Inflation(,_3) + Ba - Inflation,_g4) + p5 - GDPy
+ Be - GDP(y_1) + B7- GDP;_2) + Bs - GDP(y_3) + Po - GDP(; 4
+ B1o - Interest rateg + P11 - Interest rate,_q) + Pra - Interestrate(,_5)
+ B3 - Interest rate(; 3 + B4 - Interest rate(, ) (11)

Interest rate; = B+ P - Interest rate(, 1) + Py - Interest rate(; )
+ Bs - Interest rate(,_3) + Pa - Interest rate,_4) + Ps - GDPy
+Bs - GDP(,_1) + P7- GDP, 3+ Bs - GDP(,_3) + Bo - GDP(, 4
+ 1o - Inflationg + P11 - Inflation,_yy + P12 - Inflation,_5)
+ P13 - Inflation,_z) + Pra - Inflation,_4) (12)

In an ideal case, one would run the same VAR above while in-
cluding a fourth variable that measures MA activity. However, given

22This means that a statistical software program will order Equations 10-12 in that
order. The ordering of the coefficients within each equation is not of concern for this
timing assumption.
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the limited data set with the ZLB, I employ the two-step VAR tech-
nique described above to assess the effects of monetary policy shocks
on MA activity. Using Equations 10-12 for both the FFR and the ten-
year Treasury rate, I find the fitted values for the interest rate given
the parameters of the model. The residuals of the interest rates from
the VAR model can then be calculated using Equation 13 where i is the
actual value of the interest rate, i is the estimated value of the interest
rate, and ¢; is the residual.

e =1—1 (13)

The residuals reflect monetary policy that differs from the Taylor
rule, or shocks to monetary policy. By using this historical data in this
way, the model extracts exogenous shocks in monetary policy for the
period covering the M&A data.

The next step in this technique is to take these residuals and create
another VAR model, this time using the current and lagged values
of the residual shocks and the M&A data.?®> This model is given by
Equation 14:

Mé&A Metric; =
B+ B1- M&A Metric(;_1) + po - M&A Metric(, o)+
B3 - M&A Metric(,_3) + s - M&A Metric,_g4) + B5 - €(i )
+Be - €lig—1) + B7 e(ig-2) + B8 e(ig-3) T Po-€ig-a) (14)

This VAR model will then allow for the same sort of impulse re-
sponse functions that were discussed previously for illustrating the
Taylor rule. However, in this case, the impulse is an actual change
in the residual, or monetary policy shock. If the Asset Price Chan-
nel holds, M&A activity will decrease when the interest rate increases.
Thus, a positive impulse to the residual would cause the average EBITDA
multiple and the number of transactions to decrease.

Z3For consistency, I again use four lags of the data. Also, the interest rate shock is
again ordered second as monetary policy would not respond immediately to M&A
activity whereas the asset-price channel suggests that M&A asset prices would re-
spond immediately.
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VI. Results

From Equations 10-12 the first VARs presented are linear, inertial Tay-
lor rules using the lagged and contemporaneous values of the interest
rate, GDP, and the price level.* The first and primary purpose of
this VAR is to take the residuals between the fitted FFR values and
the actual FFR values. Applying Equation 13, this creates the exoge-
nous shocks, or innovations, in the FFR that cannot be explained by
the model. Over the period from 2003 to 2008, these residuals serve as
the monetary policy shocks that will be used to analyze M&A activity.
This VAR has an F-statistic of 120.35 and an R-squared value is 0.967.
Next, I repeat this process using the 10-year rate in a VAR alongside
GDP and inflation. In this VAR, the R-square is even stronger with
a value of 0.999, and the F-statistic is 8102.57. The residuals are thus
statistically significant and can be used as proxies for exogenous inno-
vations in monetary policy.

Federal Funds Rate 10 Year Treasury Rate

| —— ACTUAL —— FITTED —— RESIDUAL

Figure 5: Actual Interest Rate vs. Taylor-Rule Estimation

Another way to confirm the validity of this VAR Taylor rule is to
compare the actual interest rate values to the fitted values from the
VARs. As Figure 5 illustrates, the fitted values mirror the actual values
very closely. The difference between the actual and fitted values are

24Note that earlier I described the GDP growth rate and inflation rate. From here
on out, the terms GDP and inflation refer to the actual levels of output and prices,
respectively. Also note that trends in these two variables are still captured by using
levels because of the nature of a VAR which incorporates lagged values, thus struc-
turally incorporating trends.
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movements in the interest rate where the Fed is not responding to
output and inflation, representing shocks that can be placed into a
second VAR with the M&A data.

Equation 14 is modeled with the number of transactions respond-
ing to the FFR shocks, or residuals from the above graphs. The R-
squared is 0.67 with an F-statistic of only 2.74. This is in larger part due
to the limited data range from 2003 to 2008 that is further restricted
by the inclusion of lagged values. Figure 5 illustrates the simulation
of a shock of one standard deviation to the FFR residual in this VAR
model on the number of transactions. This simulates a roughly exoge-
nous 30 basis-point increase in the FFR. The response of the number
of transactions has an initial positive increase of roughly fifty to two
hundred transaction per quarter. The accumulated response levels off
at roughly 575 transactions after six quarters. Multiplying the quar-
terly average by six, this number of transactions is a 3.4% increase in
the number of transactions. This is in the direction opposite of what
would be predicted by the Asset Price Channel. Most importantly,
the standard error bands in the graph indicate that the response is not
statistically significant.>> This not only provides evidence against the
Asset Price Channel, but it also contradicts the hypothesis.
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Figure 6: Response of Number of Transactions to a One S.D. Shock in the
FFR Residual +2S.E.

This process is repeated using the FFR residuals and EBITDA. The
R-squared is 0.67 with an F-statistic of 2.82. As Figure 7 highlights,
the EBTIDA response to a simulated one standard deviation shock to

2The red bands, as with all of these illustrations, reflect the values plus/minus two
analytic standard errors.
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the FFR residual is not statistically significant. Only a limited portion
of this projection period is relevant. For example, in quarter 14, the
accumulated response is roughly 4x which is not even a realistic re-
sponse given that the average EBITDA is only 11x. This suggests that
this particular model may not be reflecting the relationship correctly.
Again, I stress that this is in large part be due to the limited data as
this only covers 2003 to 2008 before the FFR reached the zero lower
bound. Over the course of the first three years, the accumulated re-
sponse of EBITDA fluctuates between 1 and 3x. 2x is roughly 20% of
the average EBITDA so the magnitude of the response is considerable
given the shock to the FFR is only 40 basis-points. Given the volatility
of both EBITDA, the standard error bands confirm that this is not a
statistically significant impulse response. It remains that there is no
evidence to support the Asset Price Channel and actually limited evi-
dence to contradict the explanation.
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Figure 7: Response of EBITDA to a One S.D. Shock in the FFR Residual
+2S.E.

The above two VAR models are replicated using the residuals of
the ten-year rate with an approximate 40 basis-points shock. Begin-
ning with the number of transactions, this VAR has an R-squared of
0.60 with a stronger F-statistic of 5.4. The response of the number of
transactions is not statistically significant, but is again positive. Look-
ing at the accumulated response in Figure 8, the response flattens out
around two hundred transactions by the end of the first projected year,
or roughly 2% annually. A continuing theme exists in this VAR setup
with no evidence supporting the Asset Price Channel and even slight
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evidence contradicting it.
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Figure 8: Response of Number of Transactions to a One S.D. Shock in the
10-year Rate Residual £2S.E.

The final VAR model repeats the process using EBITDA with the
residuals of the ten-year rate. This time, the R-squared is only 0.48
with an F-statistic of 3.34. Figure 9 illustrates the accumulated re-
sponse of EBITDA to an approximate 40 basis-points shock to the ten-
year rate residual. The response does not statistically differ from zero
and peaks at 0.4x, or roughly 3.5%, in the second projected year. Like
the other VAR models, this model provides no evidence in support of
the Asset Price Channel and limited evidence against it.

Response of EBITDA Accumulated Response of EBITDA
8x ax
6x 1 A
Ax
/ x
2%/ AN
! 1x
ol - .
P
-2x
dx -lx
- 6x 2% |
-.8x —T—TT—TT—TT—T —T T 3x T L e S e e L ELAN e
> 4 6 8 10 12 14 18 18 20 2 4 6 8 1 12 14 16 1B

Figure 9: Response of EBITDA to a One S.D. Shock in the 10-year Rate Resid-
ual £2S.E.

An alternative explanation places GDP as the primary driver of
movements in asset prices. I hypothesize that the main concern of
both investors and bankers is inevitably output — the production of
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the firm, of its industry, and of the entire economy. Thus, a positive
shock to GDP should result in increases in M&A prices and activity. By
extracting the GDP residuals, exogenous shocks to GDP are identified
that can then be modeled with the M&A data to determine the effect
of output on M&A activity. I repeat the previous process by running
Equations 10-14 using GDP, inflation, and the ten-year rate.?® This
time, Equations 13 and 14 take the residuals of GDP to identify GDP
shocks that are then modeled in a VAR with the M&A metrics.

In the VAR with GDP residuals and the number of transactions,
a 0.6% quarterly shock to GDP has a statistically significant shock on
the number of transactions. The accumulated response reaches a level
around 900 transactions, or roughly 8% of the annual average number
of transactions. This is strong evidence that GDP explains movements
in M&A activity.
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Figure 10: Response of Number of Transactions to a One S.D. Shock in the
GDP Residual £2S.E.

In the VAR with GDP residuals and the EBITDA multiple, a shock
to GDP again leads to a positive response in the M&A metric. The
GDP shock is approximately 0.5%. Despite being statistically insignif-
icant, the magnitude of the shock reaches 1.4x, or roughly 12.5% of the
average EBITDA multiple. This impulse response function is addi-
tional evidence supporting the explanation that GDP is a fundamental
driver of movements in M&A activity.

261 use the ten-year interest rate instead of the VAR so as to use the entire dataset
with the M&A metrics. In the impulse response functions, I order inflation before
GDP, suggesting that inflation contemporaneously respond to GDP, but GDP does not
contemporaneously respond to inflation. This depicts a model where prices are sticky.
For robustness, I re-ran the model ordering GDP before inflation and the results were
qualitatively the same both in the Taylor rule VAR and with the M&A data.
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Figure 11: Response of EBITDA to a One S.D. Shock in the GDP Residual
+2S.E.

VII. Conclusion

When considering this alternative explanation, there is strong evidence
in support of GDP as the primary explanation for movements in M&A
prices and activity. A shock to GDP produces positive responses in
both EBITDA and the number of transactions. I conclude that output
is ultimately the primary driver of movements in the asset prices of
M&A transactions. This is not a surprising result. At its fundamen-
tal level, the output of the firm, its industry, and the broader mar-
ket drives M&A prices. Despite the persuasiveness of the Asset Price
Channel, the data does not support this theory, but instead presents
a simpler picture of movements in asset prices dependent solely on
output.

This empirical study is an important addition to the monetary pol-
icy literature by considering a new asset class in M&A activity. Unlike
the studies analyzing monetary policy with stock prices and hous-
ing prices, the Asset Price Channel does not hold with the number of
M&A transactions and the average EBITDA multiple, reflecting both
M&A activity and prices. Rather, the critical component in explain-
ing movements in M&A activity is output. Although this empirical
study does not find evidence of a relationship with monetary pol-
icy, it is still conceivable that an implicit relationship exists between
monetary policy influencing output which then influences the M&A
market. Regardless, this article does not find any direct relationship
between monetary policy and M&A activity and therefore concludes
that the Asset Price Channel does not hold. This study, then, is an im-
portant expansion of the literature and provides further understand-
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ing of the relationship between monetary policy and asset prices in
the M&A market.
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The Effect of Crime on Achievement

The differential effect of violent and non-violent crimes on
achievement in high schools

Colin Rohm & Alex Mok

Abstract

This paper examines how the different forms of crime, vi-
olent and non-violent, affect the academic achievement of stu-
dents scoring in the bottom 15% of standardized tests. Though
funding for violent crime prevention may be justified based on
the significant impact it has on students, our paper asks the
question “can the same case be made to justify drug use pre-
vention programs?”

I. Introduction & Background

According to the Indicators of School Crime and Safety: 2010 report pub-
lished by the National Center for Educational Statistics (NCES), there
were approximately 1.2 million victims of non-fatal crimes within school
bounds in 2008. Of these, there were 629,800 counts of simple assault,
rape, robbery and other “violent” and “non-violent” crimes. These
incidents have observable and noteworthy consequences; victims of
crimes are known to avoid after school activities and certain locations
at school, or skip class entirely - all behaviors which impede a stu-
dent’s academic achievement (U.S. Department of Justice). In addition
to the victims, the rest of the school body is harmed by an environment
with crime as other students and teachers fear criminal actions against
them (Hull 2000).

In an effort to combat these issues, federal and state governments
spend millions of dollars on crime prevention measures such as metal
detectors, security forces, and additional training for staff. In the 2008-
2009 school year, the New York City Department of Education, respon-
sible for the largest school district in the United States, reported school
expenditures of $287,384 on school safety services and $37,856 on drug
prevention programs.

Is this spending, however, efficient? This paper examines the rela-
tionships between crime and student achievement. In particular, we
explore how crime may affect those students who score into the bot-
tom 15% of standardized test scores. We focus on this population as
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it is the one of the groups that receives particular focus from the No
Child Left Behind Act as well as being a direct benefactor of the crime
prevention spending mentioned previously.

As will be shown in the review of literature, the majority of pre-
vious studies focus on the negative impact of more dramatic, violent
crimes. These large and negative impacts are often used to justify the
funding of crime prevention programs. There is, however, less to no
attention paid to non-violent offenses. In performing a quantitative
analysis of violent and non-violent crimes, our paper contributes to
the larger body of knowledge by studying the effect of non-violent
crimes on student achievement.

We confirm previous findings that violent crimes have significantly
negative correlation with student achievement, thus providing addi-
tional evidence for justifying spending on violent crime preventions.
Non-violent crimes, however, are found to have a statistically insignif-
icant relationship with achievement, making funding for non-violent
crime prevention programs less efficient from a student-impact view-
point. We begin with a review of crime in schools in the current litera-
ture. We then present our data and regression model and results; this
is followed by a discussion of our findings and possible policy impli-
cations.

II. Review of Literature

Past research has found that students affected by crime suffer academ-
ically (MacMillan and Hagan 2004; Wei and Williams 2004). These
students also have poorer attendance rates (Ringwalt, Ennett, John-
son 2003). Additionally, criminal activity disrupts the general atmo-
sphere of schools, negatively affecting staff and the greater commu-
nity (Henry 2000).

Henry (2000) also points out that school violence is an issue that
cannot be viewed properly from a narrow perspective that examines
only interpersonal violence; it is the result of many forces from both
within and without the school grounds. Broader social issues, such as
poverty, social exclusion, and economic inequality are major contrib-
utors to school violence (Kramer 2000). The qualities of the surround-
ing neighborhood, such as levels of crime and wealth, have also been
found to affect school crime rates — and thus student achievement (Lee
and Madyun 2009; Juvonan, Nishma, and Graham 2000).
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While these studies have found crime to adversely affect academics,
they fail to distinguish between violent (shootings, armed robberies,
etc.) and non-violent (drug and alcohol possession, vandalism, etc.)
crimes, or focus solely on violent crimes. Our subsequent analysis ex-
plores this gap in the literature by explicitly comparing the differential
impacts of violent and non-violent crime on students.

II1. Data Source

Our primary source of data for this study is “The School Survey on
Crime and Safety” (SSOCS) as published by the National Center for
Education Statistics. The SSOCS is a survey on over 3,500 public ele-
mentary and secondary schools, focusing on school crime, discipline,
disorder, programs, and policies that ran on all even years except 2002
between 2000 and 2008.

This data set is unique from others performed in the past because
of its repeated observations on even numbered years; the study is cur-
rently processing its fifth set of data and allows us to track changes
over time. This makes the SSOCS an excellent source of data while
controlling for various time trends, allowing our analysis of crime to
be more accurate than those using other data sets that do not divide
crimes into specific categories.

One concerning factor regarding this data set is that it is a repeated
cross-section of the nation and is not longitudinal. Longitudinal data
would allow us to remove time trends and examine the specific change
in crime within schools due to policy changes. Consequently, we will
only be looking at specific correlations between crimes and achieve-
ment.

The nature of several elements in the survey also raises some con-
cerns. The survey includes over thirty questions with multiple parts,
but many are qualitative in nature, and responses could vary based
upon how the responding principal feels on any given day, or if they
recently had problems with specific areas addressed in the survey.
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Observations Mean Standard Deviation Min, Max
Incidents 03 5544 46.30286 75.52111 02142
Violent Incidents 03 5544 30.62518 63.740942 02139
Rapes 02 S544 0.024892 02001903 05
Sexual Batteries 03 5544 0172078 146877 0,50
Robberies with a
Weapon 03 5544 0.04329 0.8051801 0,35
Robberies without a
Weapon 03 5544 0363547 1.902336 041
Attacks with a
wieapon 03 5544 0250722 2505007 0,97
Attacks without a
weapon 03 5544 1744697 2680176 0,280
Threats with a
weapon 03 5544 0158047 2250212 0,75
Threats without a
weapon 03 5544 1156420 49831 02011
Thefis 03 5544 5486652 1115063 0,210
Gun Possessions 03 5544 0185426 0.7764092 0,20
Knife Posscasions 03 5544 0.752525 2127136 0,30
Drug Distributions.
03 5544 1113636 3441488 0,59
Alcohol Possessions
03 5544 4362193 8367233 0,100
Vandalisms 03 5544 3867244 386034 0,123
% of students in the
bottom 15% of
Standardized Tests
03 5544 15.0202 14.81062 0.99

feam

mary is for the 35005 20032004 2ata et for several vanablos. Dopendent variahlc is the poecoatage of stedmis in the botiom 15% of

standandized toxix. [ndeperdmt varabls i number of crimes.

Figure 1: Table of Summary Statistics for the 2003-2004 Data Set

We will control for this problem by focusing our analysis on the
purely quantitative responses, and while some qualitative responses
will be used (i.e. crime levels in districts), these will only be used when
controlling for observable characteristics and will not be used directly
in the analysis. Figure 1 (above) and Figure 2 (below) help to display
the statistics that we preferred to work with, namely those consisting
purely of records that can be checked against police reports.

The most concerning data trend lies in the small number of re-
ported rapes across schools, an average of 0.024892 and 0.010646 for
the 2003 and 2005 surveys, respectively. We feel that this might in-
validate some of the causal inferences that could be drawn from the
regressions involving the variable, which we will address later on in
the data analysis section. The other oddity lies in the variable threats
with a weapon as the maximum value is a statistical outlier for one
school in each time period.
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Observations Mean Standard Deviation Min, Max
Incidents 05 5548 44 05047 54 20575 0.617
Violent Incidents
05 5548 2730574 40.58377 0,588
Rapes 05 5548 0.010646 0.1222326 03
Sexual Batteries 05 5548 0108664 05849328 0,10
Robberies with a
Weapon 05 5548 0015419 02608768 0,10
Robberies without
a Weapon 05 5548 0509178 267605 057
Attacks with a
weapon 05 5548 0.16116 1.980653 0,70
Attacks without a
weapon 05 5548 1599310 2439545 0,387
Threats with a
weapon 05 5548 0.389868 2532256 0,75
Threats without a
weapen 05 5548 10.20742 21.5624 0,348
Thefts 05 5548 6041483 10.2188% 0,80
Gun Possessions
05 5548 0207783 0.0%05142 0,22
Knife Possessions
i 5548 1.825541 2826708 0.27
Drug Distributions
035 5548 3.520025 7035325 0,80
Alcohol
Possessions 05 5548 1311674 3.162707 0,11
Vandalisms 05 5548 3.755874 6653662 0,60
% of students in
the bottom 15% of
Standardized Tests
035 5548 1362151 1371172 0,100

05-2004 data wet for soveral varizbler. Dependent variahle is e percentage of whedenbs in the bottom 15% of

Figure 2: Table of Summary Statistics for the 2005-2006 Data Set

In addition, an examination of these school districts suggests that
double-counting of crimes, between threats and possession of weapons,
may have occurred. Lacking the ability to identify which schools may
have contributed to this counting issue, however, we let the data re-
main and included it in our regressions.

IV. Modeling

To demonstrate the difference between various types of crime, we
present a regression model with gradually increasing controls across
various observable characteristics in the hope of creating an accurate
portrayal of the effect of crime on achievement of underperforming
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students nationwide. We will begin with a simple regression that
looks only at the effect of violent and nonviolent crime on achieve-
ment.

To proceed, we define A as the percent of students in the school
who scored in the bottom 15% of standardized tests, for any given
school district i and any given year m. We then define V, N as the
number of violent and nonviolent incidents occurring at school i re-
spectively. This yields the following model:

Aim = a0+ B1Vim + Bo2Nim + Ui m (1)

where the coefficient B; represents the effect of violent crimes on the
percent of students in the bottom 15% of testing. Similarly the co-
efficient B, summarizes the effect of non-violent crimes on the same
metric of achievement. By looking at these scores, as shown in Figure
3, we see that both coefficients are positive; crime has a negative effect
on student achievement as there are more students scoring into the
bottom 15% of test scores.

By looking at a different year as shown in Figure 4, however, the
effect of non-violent crimes becomes statistically insignificant while
the coefficient for violent crimes remains strongly significant, possibly
indicating the existence of some form of bias within the regression as
we would expect the numbers to be similar when using data sets from
adjacent periods. Note that these regressions lack controls intention-
ally because they represent a “first-look” at the statistics on crime, a
place that we believe most policy-makers and/or school administra-
tors would stop.

In order to determine possible reasoning behind this strange change
between the time periods, we will unpack the coefficients f; and >
into their respective crimes utilizing the empirical data provided in
the survey. We hope that this will allow us to examine where the po-
tential bias appears, so that we can specifically address it. We take
B1 and estimate the separate effects of (Rapes, Sexual battery, Rob-
beries with a weapon, Robberies without a weapon, Attacks with a
weapon, Attacks without a weapon, Threats with a weapon, Threats
without a weapon, Gun possession, Knife possession). Similarly, 8,
separates into (Theft, Drug possession and distribution, Alcohol pos-
session, Vandalism). This yields a new equation:

Aim = &0+ 1101im + U202im + oo+ Uiy (2)

where J;; , is the specific crime g, for each school i and year m.
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Likewise y, represents the coefficient for each respective crime, dis-
playing its effect on achievement.

In a further attempt to maximize the validity of our data by remov-
ing omitted variable bias, we then add in a control group ¢ represent-
ing a control on community observables such as racial composition
and crime levels. This yields a very similar equation:

Aim =00+ H101im + H202im + . + FCim + Uim 3)

where 7 is the coefficient on each respective characteristic. Control-
ling even further, we add in the vector s controlling for school observ-
able characteristics ranging from teacher training, community part-
nerships, anti-crime policies, and established plans in case of various
emergencies. This also yields a very similar equation:

Ajm = 00 + H101im + 1202im + oo + OCim + 0Sim + Uim (4)

where g is the coefficient on each respective school characteristic.

This we feel creates the most accurate model possible to deter-
mine the effect of crimes on the lowest achieving students. By con-
trolling for as many observable characteristics as possible, we remove
the maximal amount of bias possible from our model. By unpacking
the categories of violent and non-violent crimes, we can distinguish
ourselves from the majority of the current literature by directly exam-
ining the effect of specific crimes with achievement.

Our major concerns with omitted variable bias lie with our inabil-
ity to include data on SES; the question was included in the actual sur-
vey, but results published did not include SES statistics in the data set.
We feel like this would have a strong effect on raising the R-squared
value, and its inclusion would reduce the effect of crime. In addition
we feel that the inclusion of free and reduced lunch statistics would al-
low us to instrument for allocation of Title I funds, but unfortunately
this was not included in the data sets.

V. OLS Regression Analysis

We will leave a portion of the data analysis to the reader, but would
like to highlight a few basic points: The effect of nested violent and
non-violent crimes, the effect of separating apart said variables and
seeing the distinction within individual distinct crimes, the effect of
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controlling for community observables, and the effect of controlling
for school characteristics.

A basic regression on achievement from violent and non-violent
crimes is displayed in (1)-figures 1,2 for 2003, 2005 respectively. The
data from 2003 shows a distinct negative effect of both kinds of crimes,
while 2005 only displays a significant effect from violent crimes, albeit
a very significant effect. This shows the intuitive effect of crime on
achievement, a step that many previous researchers, both academic
and policy, have stopped at. We found that though the results from
2005 supported our argument that violent crimes were “worse” for
achievement, we were left unsatisfied and wondering if specific crimes
had different effects. Additionally, with an R-squared value of 0.01, it
may be questionable to rely on this model as a basis for policy making.

Column (2) provides the effect of each individual crime, but some
values seem to deviate from what is expected, specifically: rapes, thr-
eats with a weapon, theft, and alcohol possession. The data from 2003
show an insignificant effect of rape, robbery, all threats, drugs, alcohol
and vandalism. Of these, the significance of rape and theft stand out
as being unexpected. We felt that this may be due to individual char-
acteristics of schools, and fully expected these to change once controls
were put in place.

With the variable of rape, we specifically noticed that the average
for each school was 0.0106, and the maximal value for any school was
3. This low number, along with the nature of the crime and possibility
of it going unreported by victims, might have lead to this interesting
pattern in both years. Further confusing us was the positive effect
of theft; we postulate that theft may be a “basic” level of crime, as the
survey defined an occurrence as any time when property over $10 was
taken, and that vigorous punishment may deter peers from dabbling
in related crimes, improving their academic achievement.

The data from 2005 show a generally more significant coefficients,
but some values still seem curious. The t-value for rape still remains
insignificant, and we postulated that the same effects from 2003 may
still occur. Even more puzzling, however, is the fact that though theft
becomes insignificant, the beneficial effect of alcohol possession be-
comes significant. Again, no clear explanation can be provided for
this effect being positive, but we again postulate that it may be due to
the same reasons as theft in 2003.
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Figure 3: Regression Table for 2003-2004 Data
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Figure 4: Regression Table for 2005-2006 Data
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Controlling for the community effects of crime in the school area,
crime in students neighborhoods, and racial demographics yields col-
umn (3), a more “accurate” display of the externalities of crime. In
both the data sets for 2003 and 2005, this does not yield dramatic
changes in the model results, despite increasing the t-values for some
of the insignificant results.

Further controlling for the plethora of school characteristics, in-
cluding teacher education with respect to crime and community part-
nerships, column (4) displays what we deem the most accurate rep-
resentation of the effects of crime on education in current literature
due to its effective use of controlling for observable characteristics and
division into specific crimes. The supplementation of these controls
most dramatically displays itself in the huge additions in statistical
significance to knife possession and theft in both years, but some-
what curiously, it results in opposite changes in significance for threats
with a weapon between the two years. This may possibly be due to
the somewhat ambiguous nature of the question and possible cross-
correlation with knife possession, as it is up to the principal if bran-
dishing a knife would be classified as a threat or a possession crime.

With the full set of controls included (4), we were willing to begin
addressing the importance of magnitudes for each individual crime,
as well as several control variables. Among the statistically significant
variables, the majority have a coefficient —0.25 < p,; < 0.25 (which
represents a change in the percentage of low achieving students of
less than 0.25%), which while significant from a statistical application,
has what we would consider an insignificant impact when viewed
through the lens of “real-world” changes. After these “insignificant”
variables are removed, a strong change can only be seen in the cate-
gories of: Robbery without a Weapon, Gun Possession, Attacks with
a Weapon, and Knife Possession. Of these, there are several incon-
sistencies between the two data sets, but the 0.466 coefficient on Rob-
bery without a Weapon (2003) and 2.218 coefficient on Robbery with
a Weapon (2005) represent significant detrimental correlations on the
low achieving population. Additionally Gun Possession in both years,
0.944 and 0.545 coefficients respectively, also has a significant correla-
tion with low achievement. Among the control variables used, the
presence of crime within the region near the school had a very strong
correlation with low achievement, which is to be intuitively expected.
Other control variables fell within accepted and expected ranges.

The key findings of this analysis lie in the fact that even though
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the vast majority of crimes deemed “violent” in the 2005 data set are
strongly significant, none of the “non-violent” crimes are statistically
detrimental to achievement; in fact the 2003 theft is beneficial possibly
due to the peer effects from punishment discussed above. This shows
a dramatic difference in the effects of specific crimes within each cate-
gory, and shows that only by looking deeper within the variables can
we show that contrary to popular belief and papers (Wei and Williams
2004), non-violent crimes are not detrimental towards achievement in
struggling students.

VI. Error and Causality

Even though the data analysis supports the intuitive effects, it is im-
portant to examine any sources of possible error in our study. Due to
our cross-section method of analyzing the data, we are unconcerned
about the presence of serial correlation, though if our sets were to
be combined it would need to be addressed. More concerning, how-
ever, is the probable presence of heteroscedasticity within our analy-
sis, likely among associated variables (i.e. Attacks with a Weapon and
Possession of a Knife). While it would be difficult to control for this
error within the limits of our data set, based on the nature of the er-
ror, coefficients would remain unchanged if controlled and we would
infer a slight drop in standard deviation. While this may make some
variables statistically significant, their low coefficients would still ren-
der them “insignificant” from a policy perspective.

Additionally, there is a significant chance of some omitted variable
bias in our study. As discussed earlier, the SSOCS does not include
published information of SES through school lunches, which we be-
lieve would have a large impact on our R-squared value. We also
wish that several variables included in later versions of the SSOCS (in-
cluding the presence of metal detectors and security personnel) were
available in early versions so that further study could be performed
on cost-effectiveness of prevention measures.

It is also extremely important to highlight that while many of the
correlations here may intuitively seem causal, our analysis is unable
to effectively prove said claims. Instead we are only able to show a
strong correlative effect which lends some weight towards a policy ar-
gument for causality. As discussed earlier, if the data set allowed for
a longitudinal study (or a more effective quasi-experimental study) a
much stronger argument towards causality could be evaluated.
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VII. Conclusion

Our primary goals for this study were to analyze the untold effects
of specific crimes in an attempt to create a greater body of knowl-
edge in the field, and help to explain certain unexplained externali-
ties within current data fields. Through our use of a regression model,
we have successfully demonstrated this, and in fact have established
an important differentiation between specific violent and non-violent
crimes and their respective correlation on the achievement of under-
performing students.

This could have dramatic policy implications within the modern
school system as current funding through programs such as social
norms highlight drug and alcohol usage while using significant sums
of money. In a world described by Gary Becker that runs by the “Allo-
cation of scarce resources to satisfy unlimited competing wants,” ed-
ucational policy makers must make the most efficient choices possible
with their scant funding in the hope of creating a better tomorrow for
their students. As our data analysis lends evidence that violent crimes
have a strong negative effect on achievement while non-violent crimes
do not, current policy makers should consider a change in funding
allocation from non-violent crime prevention towards violent crime
prevention in order to maximize efficiency.
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Don’t Fear the Reaper: Analyzing the Effect of
Health on Microfinance Participation

Sam Thompson

Abstract

The randomized introduction of microfinance to neighbor-
hoods surrounding Hyderabad, India provides an opportunity
to analyze the relationship between health and an individual’s
decision to borrow. Employing the Abdul Latif Jameel Poverty
Action Lab’s data from the aforementioned randomized con-
trolled trial (RCT), I find that healthy individuals (those who
lose fewer than 15 working days a year to illness) are signifi-
cantly more likely to participate in microfinance. Accounting for
intra-neighborhood correlation, however, the inclusion of clus-
tered standard errors reduces the significance of said findings.
This result suggests the importance of local networks in influ-
encing investment and has broader policy implications in the
need to construct a more localized, holistic model for develop-
mental aid.

I. Introduction

The first of the United Nations” Millennium Development Goals sets
the ambitious target of eradicating extreme poverty and hunger. Es-
tablished at the General Assembly’s Millennium Summit in 2000, the
first of eight goals specifically calls for halving the proportion of peo-
ple living on less than 1.25 dollars a day, achieving full and productive
employment for all, and halving the proportion of people who suffer
from hunger, all by 2015 . Rising alongside this global target are a
myriad of developmental solutions seeking, with the best of inten-
tions, to mitigate the world’s socioeconomic disparities. Proliferating
from 7.6 million to 137.5 million participant families between 1997 and
2010,> microfinance (an initiative characterized by small loans given
to the impoverished) is perhaps the most prominent of the proposed
panacea for the United Nations’ social and economic development tar-

1United Nations Development Programme, United Nations Millennium Develop-
ment Goals (2000).

2137 Million of World’s Poorest Received a Microloan in 2010.” Microcredit Sum-
mit Campaign (2010). http://www.microcreditsummit.org/news/29/137-million-of-world-
s.html (accessed November 10, 2013).
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gets. That being said, are such microloans, in fact, a cure-all?

Seeking to answer this question, the Massachusetts Institute of
Technology’s Abdul Latif Jameel Poverty Action Lab (JPAL) conducted
a randomized controlled trial with Spandana, a microfinance institu-
tion hoping to establish itself in Hyderabad, India. Ensuring a grad-
ual introduction of Spandana into the region, JPAL isolated the “treat-
ment” of microcredit availability and thereby quantified its effect on
the rural communities to which it was offered. While ultimately un-
covering microfinance’s limited role as a developmental panacea (there
was no significant effect on either the expected social outcomes or on
the likelihood of starting a business), JPAL’s study was plagued by
a conspicuous weakness: microfinance participation among eligible
borrowers was only 27 percent.®> Surprised by such low participation
for a program that, in its onset, was so hailed that its founder won the
Nobel Peace Prize, I raise the question as to what impedes an individ-
ual’s participation in such aid initiatives as microfinance.

Establishing a behavioral foundation, I maintain that even the most
impoverished function as rational economic actors in the pursuit of
happiness and the avoidance of suffering. As such, their decisions are
made on the margin. Because the impoverished frequently live in en-
vironments beset by complex vulnerability, they may lack faith in their
ability to reap long run marginal benefit. In this way, cumulative risk
skews the poor’s decision making process towards immediate grati-
fication and away from longer term aid initiatives. Specifically, my
study analyzes the relationship between health (the lack thereof pos-
ing a significant risk factor) and microfinance participation with the
hypothesis that healthy individuals will be more likely to take mi-
croloans.

Because this study is largely an addendum to JPAL’s analysis of
microfinance efficacy in Hyderabad, India, I employ the same data set
but instead seek to isolate health as a factor in their relatively low pro-
gram participation. Manipulating existing statistics to serve this pur-
pose, I created a dummy variable (“healthy”) that tested positive if an
individual had lost fewer than fifteen working days to illness in the
previous year. The number fifteen was selected because it is the me-
dian value above which the number of days ill increases dramatically.
This metric for health functioning as the model’s key explanatory vari-
able, the threat of endogeneity is mitigated by both the nature of the

3Abhijit Banerjee and others, “The Miracle of Microfinance? Evidence from a Ran-
domized Evaluation,” Abdul Latif Jameel Poverty Action Lab (2013).
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source experiment and the inclusion of various controls in the model.
To preserve exogeneity in the initial study, JPAL randomly selected
104 participant neighborhoods, 52 of which were again randomly se-
lected to receive the treatment: the introduction of Spandana. Such
random assignment of the treatment and control groups ensures vari-
ation in the variables of interest. Additionally, the inclusion of wealth,
age, education, marital status, and the presence of children under the
age of two as controlling factors helps quantify otherwise unobserv-
able variation in the model. This, coupled with the admission of in-
surance, titled home ownership, and government and family assis-
tance as additional covariates, works to prevent correlation between
the model’s error term and its variables, thereby ensuring exogenous
variation.

First assuming the independence of individual characteristics, my
parameter estimates suggest a 2.9 percent increase in the likelihood of
microfinance participation for a “healthy” individual. This finding is
both statistically (at the 1 percent significance level) and economically
significant as one of many risk factors impeding investment. Similarly
significant factors indicated in this study are insurance ownership as
well as the receipt of government assistance. This result is logical con-
sidering that both insurance and welfare programs seek to mitigate
risk. A healthy individual with both insurance and government wel-
fare functioning as safety nets may be even more confident in his or
her ability to realize a long run return on investment and thereby more
willing to take a microloan.

Addressing the potential for peer-group effects, I incorporate clus-
tered standard errors into this study’s final model. While “healthy”
individuals remain 2.9 percent more likely to participate in microfi-
nance, this result is statistically significant at only the 10 percent level.
Similarly reducing the significance of both government assistance and
insurance, these results suggest the influence of the local community
on individual marginal analysis. When considering the channels of in-
fluence provided by a peer-group, this change is logical. For example,
the presence of an informal insurance network or the “bandwagon ef-
fect” of neighbors participating in microfinance may partially account
for variation in individual willingness to invest.

While the convoluted nature of both health and neighborhood ef-
fects impair my ability to assert complete causality, the policy impli-
cations regarding the restructuring of foreign aid remain profound. In
whole, the increasing economic significance of layered risk mitigation
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illustrates the importance of a more holistic aid program that may alle-
viate the complex vulnerabilities plaguing the impoverished and thus
increase the efficacy of existing aid initiatives. Additionally, dimin-
ishing statistical significance upon the inclusion of clustered standard
errors suggests the importance of aid initiatives tailored to local envi-
ronments.

The remainder of this study is organized into the following sec-
tions: background, data, empirical model, results, and interpretation
and conclusion. In discussing this study’s background I will define
the structure of traditional microfinance initiatives and explore exist-
ing literature concerning the market repercussions of risk. Next, the
data section further elucidates the nature of the JPAL study to which
this paper functions as an addendum and discusses potential mea-
surement shortfalls. The empirical model section explicitly defines
the econometric model and discusses how it conforms to the underly-
ing economic theory while also addressing potential sources of bias.
Following this, the results portion will include a preliminary interpre-
tation of both the summary statistics and the regression analysis in
order to establish a mathematical foundation for subsequent conclu-
sions. Finally, the potential for causality and the broader policy impli-
cations of this study’s findings will be discussed in the interpretation
and conclusions portion.

II. Background

Built upon the perceived economic empowerment to be attained by
universal access to credit, microfinance is fundamentally a program by
which small loans are granted to poor individuals previously barred
from formal banking services. Founded by Dr. Muhammad Yunus of
Chittagong University in Bangladesh, Grameen Bank represents the
traditional model for microfinance institutions. Specifically, Grameen
loans to small groups of women who meet regularly and share liabil-
ity for one another’s debts. Loans are given solely to women based
on the notion that they will be more likely than their male counter-
parts to invest in the family, thereby cultivating such social benefits
as improved health and education in addition to more general finan-
cial growth. Collective responsibility and social pressure function to
incentivize screening of potential group members (thus shifting the
burden away from lenders) and ultimately cover the expenses if an
individual borrower defaults. Consequently, Grameen is renowned
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for extremely low default rates and is thereby able to charge similarly
low interest rates. Spandana, the microfinance institution posing the
subject of this particular study, follows the Grameen model in that it
loans only to small groups of eight to ten women on the basis of shared
liability.

The inherently small nature of microloans coupled with their grad-
ual repayment rates make participation in microfinance institutions a
decidedly long term investment. The social and economic costs as-
sociated with group lending make evident the marginal cost of bor-
rowing; therefore, the key to augmenting microfinance participation is
illustrating its long run marginal benefit. The importance of forward-
thinking marginal analysis is made evident in the Hyderabad study
through a disparity in results between the “business-minded” and not.
Specifically, “fifteen to eighteen months after gaining access [to micro-
tfinance], households are no more likely to be entrepreneurs (that is, to
have at least one business), but they are more likely to start more than
one business, and they invest more in the businesses they do have.”*

Recognizing this difference, the question then becomes how best
to instill in an individual a mind for business, for this cadre of en-
trepreneurs has the most distinct marginal benefit and therefore the
greatest participation incentive. The broader economic theory under-
lying this study is the notion that what distinguishes business and
non-business minded individuals is the relative temporal depth of
marginal analysis. In this way, holistic risk mitigation is essential as
“a sense of stability may be necessary for people to be able to take the
long view.” ®

Presently, there is a growing literature concerning the tendency of
risk to skew an individual’s cost-benefit analysis towards immediate
gratification. Logically, if one lacks faith in the ability to realize invest-
ment returns, he or she may be unwilling to forego short term “happi-
ness” (be it in the form of satellite television or tobacco) in pursuit of
long term goals. Because farming constitutes the primary profession
in much of the developing world, a few studies specifically address
agricultural risk factors like fluctuations in crop price and rainfall. The
Journal of Risk and Insurance published one such study addressing
the effect of crop-price indemnified loans both on farmers” decision to

* Abhijit Banerjee and others, “The Miracle of Microfinance? Evidence from a Ran-
domized Evaluation,” Abdul Latif Jameel Poverty Action Lab (2013)

5 Abhijit Banerjee and Esther Duflo, “Poor Economics: A Radical Rethinking of the
Way to Fight Global Poverty” (New York: Public Affairs, 2012), 215.
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borrow and their subsequent production choices. Specifically, Karlan,
Kutsoati, McMillan, and Udry randomly designate treatment groups
to whom they offer loans under the provision of partial forgiveness
should crop prices fall below a specified threshold. To establish a
basis for comparison, they also offer a more traditional loan (lacking
the forgiveness component) to randomly selected control groups. Un-
fortunately, while there was an economically significant increase of
23.1 percentage points in agricultural investment among the treatment
group (although not statistically significant upon the inclusion of all
control variables), take-up of both loan structures was so high that a
lack of variability in the key explanatory variable introduced bias.

Moving beyond specifically agricultural risk factors, the broader
cost of fear poses a similar impediment to investment. In “The Cost of
Fear: The Welfare Effects of the Risk of Violence in Northern Uganda,”
Marc Rockmore emphasizes intangible risk factors, for “the near-
exclusive focus of the literature on the experience of violence ignores
their losses due to persistent insecurity and uncertainty.”® First em-
ploying geo-spatial data on violent activity to construct a model of
real (the probability of a community being attacked in 2004) and per-
ceived (apparent insecurity within the area) risk, Rockmore proceeds
to analyze the relationship between the aforementioned model’s fit-
ted values and geographic welfare effects. Proxying welfare in terms
of per capita household expenditure, there is a statistically significant
decrease in consumption of three and eight percent for households ex-
posed to objective and subjective risk, respectively.”

In a similar study, Londona, Mora, and Verwimp postulate that
“the threat of violence or the anticipation of violent shocks oblige ru-
ral households to revert to subsistence agriculture and shift portfolio
to less risky, but also less profitable activities.”® Empirically analyz-
ing this notion, the authors employ municipal data regarding military
action against the civilian populace averaged between 1998 and 2008,
the percentage of municipal hectares devoted to coca cultivation, the
percentage of land allocated to coffee, and a variety of other economic
covariates to model the relationship between risk and coffee produc-

6Marc Rockmore, “The Cost of Fear: The Welfare Effects of the Risk of Violence in
Northern Uganda,” Households in Conflict Working Paper 109 (2011), 2.

7Tbid., 20.

8 Ana Londono, Juan Mora, and Philip Verwimp, “Abandoning Coffee under the
Threat of Violence and the Presence of Illicit Crops. Evidence from Colombia,”
Households in Conflict Working Paper 150 (2013), 2.
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tion.

Recognizing that “abandoning coffee production is an extreme strat-
egy households may adopt to mitigate the impact of shocks or to reap
the short-term benefits of coca production,” this relationship applies
to my study as an example of the broader tendency of risk to skew
marginal analysis towards short-run benefit. While the regression
statistics suggest that an increase in one standard deviation of aver-
age military action coincides with a 0.02 standard deviation decrease
in the percentage of land devoted to coffee production,'” the inher-
ent difficulty of quantifying the amount of illegal coca production im-
pedes the authors’ ability to move beyond conjecture in terms of the
farmers’ transition from long-run to short-run profitability as embod-
ied in the shift from coffee to coca cultivation.

Slight biases notwithstanding, these studies are exceedingly rele-
vant as the threat of violence poses a level of uncertainty comparable
to poor health, and “the literature on choice under uncertainty pro-
vides a framework for understanding the role of risk in household de-
cisions.”!! My paper improves upon the existing research, however,
by employing a specific aspect of the larger, often intangible vulnera-
bility networks to a partial explanation of Spandana’s conspicuously
low participation rates. From a policy perspective, my study further
advocates “the importance of subjective risk [in] the provision [that]
aid may need to be reconsidered.”!?

II1. Data

As mentioned above, this study functions as an addendum seeking
to partially explain low participation rates among eligible borrowers
in JPAL's analysis of microcredit efficacy: “The Miracle of Microfi-
nance? Evidence from a Randomized Evaluation.” Consequently, I
utilize JPAL’s data set in analyzing health as an impediment to bor-
rowing among their targeted sample population. More specifically, I
derived both demographic statistics and loan information from a com-
prehensive endline survey conducted three years after the controlled

9 Ana Londono, Juan Mora, and Philip Verwimp, “Abandoning Coffee under the
Threat of Violence and the Presence of Illicit Crops. Evidence from Colombia,”
Households in Conflict Working Paper 150 (2013), 2.

01bid., 27.

U Marc Rockmore, “The Cost of Fear: The Welfare Effects of the Risk of Violence in
Northern Uganda,” Households in Conflict Working Paper 109 (2011), 3.

121bid., 26.
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introduction of Spandana.

Considering the study’s setting in rural communities surround-
ing Hyderabad, India, there was no accurate census data. As a re-
sult, JPAL commissioned a hasty baseline survey in order to attain ba-
sic information by which to determine eligible neighborhoods. With
the intention of surveying 20 households per neighborhood, field offi-
cers mapped prospective communities and selected every nth house.
Ultimately, 2,800 households were surveyed and 104 neighborhoods
deemed eligible. Of these, communities were paired by common char-
acteristics with one of each couple allocated to the treatment group to
host a newly created Spandana branch. With the experimental groups
thus created, field officers conducted two comprehensive household
surveys (65 homes per neighborhood for a total of 6,850) spaced one
and three years following the initial introduction of Spandana. The
homes selected were those with the highest likelihood of having bor-
rowed: residents of the area for a minimum of three years with at least
one woman between the ages of 18 and 55. The latter of these two as-
sessments constitutes the final endline survey from which I derived
my cross-sectional data set.

While the comprehensive nature of the endline survey largely mit-
igates the threat of sampling error (nearly every household eligible
to receive a microfinance loan was assessed), survey data is inherently
flawed due to the prevalence of measurement error. Namely, while the
dependent variable is a simple question of whether or not the individ-
ual has taken a microloan in the past three years, the key explanatory
variable (the number of days lost to illness in a year) is more difficult to
precisely recall. Because I opted to construct a binary variable deem-
ing “healthy” those individuals with fewer than 15 working days lost
to illness, such rounding error is significant on the margin of healthy
and unhealthy. That being said, there should be an equal likelihood
that surveyed individuals either under or overestimate the number of
days ill, so the overarching effect should be minimal. Additionally,
rounding error in the endline survey is prevalent in the valuation of
one’s household assets. Similar to the reported number of sick days,
issues arise on the margin of low and medium wealth (1,700 rupees).
As may be referenced in the attached summary statistics (Appendix
A), the percentage of individuals deemed to be of medium wealth and
the percent considered of low wealth are fairly equal. Considering the
relative poverty that makes these neighborhoods desirable for micro-
finance involvement, these findings could potentially be skewed to-
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wards higher wealth by social desirability bias. Furthermore, the per-
centage of households receiving family assistance (conspicuously low
despite the historic prevalence of such informal insurance networks),
may also suggest a slight social desirability bias towards perceived
self reliance.

Ultimately, the meticulous construction of the randomized con-
trolled trial from which my data is derived reaffirms its ability to pro-
duce useful results. While some measurement error may stem from
the data being survey based, rounding error and social desirability
bias should have minimal effects on the few explanatory variables that
require more specific reflection. Namely, rounding may conceivably
occur either above or below the true value, and the relatively uniform
poverty of the area in question should minimize the desire to artifi-
cially inflate one’s wealth. Otherwise, the comprehensive screening of
randomly selected control and treatment groups should ensure a rep-
resentative sample with sufficient variation in the explanatory vari-
ables to produce meaningful results.

IV. Empirical Model

Utilizing the econometric model depicted below, I empirically ana-
lyze the relationship between health and an individual’s willingness
to participate in microfinance. Accounting for both formal and infor-
mal risk mitigation tactics, I include ownership of an insurance policy
(be it life, health, or property) and the receipt of government or family
assistance as additional explanatory variables. Additionally, I incor-
porate a variety of controls into the model to minimize disparities in
individual characteristics and economic circumstances thus isolating
variation in the aforementioned explanatory variables.

Micro; = o + 61Health; + 0y Insure; + d3Govassist; + d4Famassist; + pX; + €;
(©)

This being a linear probability model, the outcome of interest, Micro,
is a binary variable indicating whether an individual has taken a mi-
croloan in the past three years. The primary explanatory variable,
Health, is also a binary variable answering affirmative if an individ-
ual has lost fewer than 15 working days to illness in the past year. The
three insurance network variables, Insure, Govassist, and Famassist,
are again binary variables indicating whether an individual has any
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insurance policy, receives any type of assistance from the government
or from their family, respectively.

As discussed in the above literature review, both objective and sub-
jective risk —such as crop price fluctuations or fear—influence house-
hold production decisions. Assuming rational economic actors, indi-
vidual decisions are made on the margin. Therefore, such complex
vulnerability affects choice by distorting perceived marginal cost and
benefit. This model coincides with the overarching economic theory
in that health is the culmination of a broad range of risk factors, the
severity of which could shift marginal analysis away from long-run
investment and towards more immediate gratification. The presence
of both formal and informal insurance networks work to mitigate the
risk of poor health and should therefore be included in the model as
indicators of the long run decision to participate in microfinance.

To isolate variation in the key explanatory variable, this model in-
cludes controls for such factors as wealth, education, age, marital sta-
tus, and the presence of children under age two. Given the intangible
nature of perceived risk, it is important to consider these factors, as, for
example, married individuals or those with children might be inher-
ently risk averse. Also, the conspicuous absence of a gender variable
is worth noting. Embracing a traditional microfinance model, Span-
dana solely issues loans to small groups of women. Despite this, the
individuals compiling the data set collected a holistic census including
both men and women. To better isolate the decision making process of
the eligible females, I drop all male variables and solely analyze these
factors among the female sample.

Potential shortfalls of this econometric model stem both from its
being a linear probability model and from specification error in the
form of omitted variable bias. While later testing of the parameter es-
timates addresses a common shortcoming of such models by verifying
that no individuals have predicted probabilities of microfinance par-
ticipation above one hundred or below zero percent, all linear prob-
ability models are inherently heteroskedastic. While this poses no
threat of biased estimators, I am forced to include heteroskadisticity-
robust standard errors in later regression analysis to preserve my abil-
ity to infer causality. Additionally, to better isolate the effect of mi-
crofinance introduction, JPAL formed treatment and control groups at
the neighborhood level based on similarities in myriad controls. As
such, Model 5 incorporates clustered standard errors in order to ad-
dress the potential for intra-neighborhood correlation. The prominent
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reduction in statistical significance suggests that the previous models
wrongfully attribute willingness to invest entirely to personal charac-
teristics while ignoring peer-group effects within one’s village. Just as
Moulton’s Problem suggests that students” test scores are correlated
with the composition of their classroom, *residents’ propensities to
invest are correlated with the composition of their community. In this
way, an improved model for neighborhood characteristics is necessary
to avoid under-specification.

Furthermore, while a randomized controlled trial would typically
function to minimize disparities in individual characteristics (or at
least ensure their random distribution), the original treatment and
control groups were differentiated by the introduction of microfinance,
not health characteristics. Consequently, despite my controlling for a
variety of contributing factors, the convoluted nature of any health
metric means that the model is likely underspecified. In this way, po-
tential correlation between my unobserved error term and my key ex-
planatory variable prompts omitted variable bias and threatens the
assumption of exogenous variation. That being said, JPAL and Span-
dana’s initial selection of neighborhoods was based on a common set
of criteria defining ideal candidates for microfinance. In this way,
while JPAL’s experimental design of treatment and control groups is
not directly beneficial to the question of health, the selection of neigh-
borhoods based on similar criteria and the subsequent randomized in-
troduction of Spandana within said sample help preserve the exogene-
ity of the health variable. Even still, health being an inherently convo-
luted notion, the selection of such a proxy variable as the number of
days lost to illness poses an obstacle to causal inference. Coupling the
endogeniety posed by this health metric with the under-specification
of neighborhood composition, I am unable to establish direct causality
between health and willingness to invest. Despite this, a comparison
between Models 4 and 5 provides insight as to the influence of peer-
group effects on microfinance participation.

V. Results

Overall, both my summary statistics and early regression analysis al-
lude to a significant relationship between health and an individual’s
willingness to borrow. As may be referenced in Appendix A, there is

13Brent Moulton, “Random Group Effects and the Precision of Regression Esti-
mates.” Journal of Econometrics 32 (1986): 387-97.
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a three percentage point increase in microfinance participation among
those individuals deemed healthy. Regression analysis, in turn, reaf-
firms the trend suggested in the summary statistics as healthy women
are 2.9 percent more likely to take a microloan. That being said, the in-
corporation of clustered standard errors reduces the explanatory vari-
ables’ statistical significance. In this way, correlation within neighbor-
hoods accounts for some of the perceived variation between health
and microfinance participation.

First analyzing the summary statistics to determine whether the
key explanatory variable is sufficiently exogenous and that the data
generally coincides with underlying theory, the basic study proves
valid and worthy of further regression analysis. Health being the
primary explanatory variable, the disparity in participation between
healthy and unhealthy demographics coincides with the notion that
risk impedes the pursuit of long term goals. Hoping to isolate health
as a source of exogenous variation, other variables should ideally re-
main fairly constant across the healthy and unhealthy groups. While
there is some variation in the risk mitigating variables, the other co-
variates remain largely consistent between said groups, thus reinforc-
ing the validity of the experimental design.

A noticeable exception, however, is the prominent increase in the
percentage owning insurance among healthier individuals. As with
the outcome of interest, the increase in insurance among the healthy
may be partially attributed to a longer term marginal analysis. If an
individual is healthy, perhaps he or she is more likely to have hope
for the future and therefore consider the long term benefits of an in-
surance policy. While such correlation between explanatory variables
hinders my ability to fully establish exogenous variation, it is better
to include insurance in the model so as to empirically account for
such a significant factor and thereby avoid the more damning effect of
correlation between the unobserved term and the independent vari-
able. The remaining two factors in which there are slight dispari-
ties in healthy and unhealthy samples are low wealth and medium
wealth. Determined by the value of household assets, the demarca-
tion between low and medium was based on the percentiles within
the larger sample. Specifically, those individuals with household as-
sets below the 50" percentile are deemed “low wealth,” while those
between the 90" and 50" percentile are “medium wealth.” Despite the
logical, positive effect of wealth on health, the disparity is relatively
small and should not significantly skew the results. Beyond the factors
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discussed above, the “constant” variables remain consistent between
the healthy and unhealthy groups, thereby more effectively isolating
health as an exogenous explanatory variable.

Thus able to largely isolate variation in health ceteris paribus, re-
gression analysis poses the next step in quantifying the proposed re-
lationship between this comprehensive risk factor and microfinance
participation. Asillustrated in Appendix B, the naive regression (Model
1) of health on microcredit history yields a 3.1 percent increase in the
likelihood of having paid off a microloan within the past three years
for those individuals deemed “healthy.” This parameter estimate is
valid at the 1 percent significance level; therefore, we have significant
evidence to reject the null hypothesis that there is no relationship be-
tween health and microfinance participation. Model 2 incorporates
formal risk mitigating systems such as insurance and government as-
sistance as additional explanatory variables. In this regression, the
parameter estimate for health decreases only slightly to 3.0 percent
while both government assistance and insurance pose similarly sig-
nificant factors at the 1 percent significance level. Prompting a 2.0 and
2.2 percent increase in the likelihood of microfinance participation, the
inclusion of an insurance policy or government welfare program (re-
spectively) pose economically significant forms of formal risk mitiga-
tion.

I include more informal risk mitigation in Model 3 through bi-
nary variables indicating titled home ownership and the receipt of
family assistance. While these may be underestimated due to social
desirability bias in survey responses, neither of these variables bears
statistical or economic significance. Despite including an additional
two variables, health and the two formal risk mitigating factors re-
main extremely stable between Models 2 and 3. Model 4 incorporates
all controlling factors (wealth measured in the value of household
assets, marital status, children under age two, age, and education)
and thereby constitutes my fully specified model. Both health and
government assistance remain stable across the latter two regressions
whereas the return to insurance increases slightly (2.0 to 2.2 percent)
upon the inclusion of the controls. Finally, Model 5 mirrors the fully
specified regression but includes clustered standard error as a means
to account for intra-neighborhood correlation.

While the parameter estimates are the same as those in Model 4,
an increase in standard error proves detrimental to the model’s statis-
tical significance. Despite the consequent inability to infer causality
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between health and propensity to invest, the disparity between Mod-
els 4 and 5 remains telling in terms of the need to craft localized aid
initiatives that consider neighborhood composition.

Fundamentally, my regression analysis suggests that being “healthy”
is correlated with a 2.9 percent increase in willingness to participate
in microfinance. This parameter estimate remains stable throughout
all five models in economic significance. While an increase in partic-
ipation probability of only 2.9 percent may appear inconsequential,
the underlying economic theory suggests that health is but a singular
aspect of a multi-faceted vulnerability network impeding long-term
investment. All five models” remarkably low correlation coefficients
reaffirm this notion. Even when including all controls, the model
only explains 0.6 percent of the variation in microfinance participa-
tion. That being said, when aid initiatives bolster health in conjunc-
tion with insurance and more general government assistance, the ef-
fect compounds to a 6.5 percent increase in willingness to participate.
In this way, more risk factors must be empirically identified in order
to account for more variation in microfinance uptake.

VI. Interpretation and Conclusion

Pursuing a more holistic model for developmental aid, this study ad-
dresses the broader effect of risk mitigation on the willingness of an
individual to forego short term “happiness” in pursuit of long term
goals. As discussed above and illustrated in Appendix B, this model
suggests a 2.9 percent increase in willingness to take a microloan among
“healthy” individuals (valid initially at the 1 percent significance level
and later at 10 percent). Despite the economic significance of this re-
sult, I hesitate to infer causality due to the threat of omitted variable
bias inherent both in using the number of working days lost to illness
as a singular proxy for the convoluted notion of health and in neglect-
ing to model peer-group effects.

The reduction in statistical significance stemming from the incor-
poration of clustered standard error suggests the correlation between
such peer-groups and propensity to invest. By failing to account for
the Moulton Problem of intra-group correlation, I overestimate the re-
liability of group-level parameter estimates. Be it through informal
insurance networks or a psychological “bandwagon effect,” the intri-
cacies inherent in quantifying individual motivation within a neigh-
borhood hamper one’s ability to isolate health as an exogenous, causal
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factor.

Rather, while this study specifically analyzes the effect of health on
microfinance participation, it constitutes a limited step in establishing
a broader causal relationship between myriad risk factors and the ex-
ploitation of existing aid initiatives. In this way, while the complexity
of one’s willingness to participate relegates these findings to a state be-
tween correlation and causation, the policy implications remain pro-
found. A positive relationship between health and willingness to par-
ticipate should influence the structure of developmental programs by
incorporating such risk mitigating components as insurance to sup-
plement traditional capital inflows. Additionally, the prominence of
intra-neighborhood correlation affirms the need for a nuanced under-
standing of village composition so as to increase aid efficacy through
more localized programs.

This model’s extremely low correlation coefficient elucidates the
need for a multi-faceted approach to explaining variability in microfi-
nance participation. Further research should be conducted to identify
significant risk factors impeding long-run marginal analysis. Further-
more, the complex nature of local vulnerability networks asserts the
need for replication within different communities, for geographic dis-
parities may alter the relative importance of certain risk factors. With
thus localized models of risk, the international aid community must
develop a more holistic developmental package by which to mitigate
community risk and thereby augment participation in (and the conse-
quent efficacy of ) conventional aid programs like microfinance. To
foster grassroots economic development, companies like Spandana
must move beyond a paltry 27 percent participation rate among el-
igible borrowers by alleviating risk that otherwise relegates the im-
poverished to short-run marginal analysis. First improving the health
of rural residents in Hyderabad, India, Spandana and the Abdul Latif
Jameel Poverty Action Lab must continue to develop a holistic model
of risk so as to facilitate localized growth.
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Appendix A: Summary Statistics

TABLE 1 SUMMARY STATISTICS

Healihy Unhealthy

. L. (Less Than 15 (More Than 13

Variable Description Days of Work Days of Work

Lost to [liness) Lost to [liness)
Participated m Microfinance in the Last Three Years {ggg) Eggglg)
0.566 0.507
Insurance (0.496) (0.500)
_ 0.616 0.609
Assistance From Government (0.486) (0.488)
_ ) 0.108 0.110
Assistance From Family (0.311) 0313)

_ 0.799 0.795
Titled Homeowner (0.401) (0.403)
Low Wealth (Less Than 1700 Rupees) 0199 0499)
Medivm Wealth (Between 1700 and 19200 Rupees) (gi;?‘;) (giég)

. 0.607 0.635
Married (0.488) (0.482)

. 0232 0.259
Children Under the Age of Two 0422 (0.438)

_ ) 9.674 9.583
Highest Year of Education (3.308) (3.484)

N 27.006 27.071

g2 (9.775) (10.198)
Number of Observations 2164 6269

Notes: Sample means are reported with the comesponding standard deviations listed below in parentheses.
Data 15 from Bannenjee, A Duflo, E_, Glennerster, B and Emnan, C. "The Miracle of Microfinance?
Evidence From a Randomized Evaluation™ Jameel Abdul Latif Poverty Action Lab, (Aprl 2013).
Specifically, the data is denved from an endline survey conducted two years after the introduction of the
microfinance instifution. Spandana mto the sample area.

Figure 5: Table 1
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Appendix B: Regression Results

TABLE 2: Resression Results
The Impact of Health On Microfinance Participation

Variable description Model 1 Model 2 Model 3 Model 4 Model 5
Healthy (Less Than 15 Working Days 0.031%** 0.030%** 0.030%== 002g%** 0.029*
Lost to Nlness) (0.008) (0.008) (0.009) (0.009) (0.016)
Tnsur — 0.020%=* 0.020%*= 0022 0022

ance (0.007) (0.007) (0.007) 0.014)
) . - 0.022*+* 0.022%* 0021 0.021*
Feceive Assistance from Government 0.007) ©.007) 0.007) 0.011)
) . . —_ — 0.006 0.007 0.007
Peceive Assistance from Family ©011) ©.012) {0.012)

. — — 0003 0.000 0.000
Titled Homeowner (0.009) (0.008) (0.021)
Low Wealth (Less Than 1700 - — — 0.000 0.000
Rupees) 0015 (0.019)
Medium Wealth (Between 1700 and — — — 0.002 0.003
19200 Fupees) 0011 (0.016)

) — — — 0003 0005
Married (0.008) (0.012)
. — — — 0.019*+ 0019
Children Under Age Two (0.008) 0.012)

) . — — — 0.006%** -0.006***
Highest Year of Education ©.001) {0.002)

— — — 0.001%** 0.001**=

Aee ©.000) (0.000)

0117 0.105 0.099 0.190 0.190
Constant ©.004) 0.009) ©0.009) ©02) (©.041)
Clustered Standard Error NO NO NO NO YES
Regression R 0.001 0.004 0.004 0.008 0.008
Number of observations 7740 9033 9033 9027 9027

NOTES: Models 1-4 include coefficient estimates with heteroskedastic robust standard ermors mparenmeses Model 3, however,
includes chustered standard etrors in parentheses. All ions inchude a constant

*** Denotes Statistical Sigmificance at the 1% Significance Level
** Denotes Statistical Sigmificance at the 5% Significance Level
* Denotes Statistical Significance at the 10% Sigmificance Level

Figure 6: Table 2
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